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Introduction
Last meeting agreed to discuss following:
RAN3 to discuss how CU1 sets IPv6 FL in DL packets of IKE/SCTP-INIT handshakes during migration if it doesn’t know with which IAB-DU it communicates at this stage.
RAN3 to discuss how to align the IPv6 FL in the outer IP header with the IPv6 FL in the inner IP header for IPsec tunnel mode with separate SeGW.
It is FFS how to allow boundary node to report F1-C and other types of IP addresses 
It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 
To be continued...
This contribution discusses the open issues from last RAN3 meeting on inter-Donor migration.
Discussion
Issue 1: For IP address assignment, how does CU2 replace the old IP addresses: 
· Option 1: CU1 includes information on the old IP addresses (i.e., type and quantity of IP addresses for each traffic type) in the RRC container of the Xn message, so that CU2 can do a one-by-one replacement. 
· Option 2: CU1 does not include information on old IP addresses, and CU2’s assignment of new IP addresses removes all old IP addresses.

For the boundary IAB, its RRC is terminated at CU2. Last meeting has agreed “The non-F1-terminating CU to use Rel-16 RRC procedures for replacement and release of IP addresses at the boundary node.” 

For the descendant IAB, its RRC is terminated at CU1. There is no handover procedure or DC procedure performed for the descendant IAB. So it is not possible to use the same method as the migration IAB, i.e. it is not possible for CU2 generates a RRCReconfiguration including a list of IP address for replacement. CU1 need to initiate an XnAP procedure to request the IP addresses from CU2, then CU1 initiates RRCReconfiguration including a list of IP address for replacement towards the descendant IAB-MT. (NOTE: this similar procedure may also be reused for inter-Donor topology redundancy). This XnAP procedure can be initiated after the migrating node completes the migration (e.g. via a new XnAP procedure). This procedure may also be performed before the migration (e.g. via a new XnAP procedure) to reduce the service interruption, or during the migration (e.g. as part of the XnAP Handover Preparation procedure for the migrating IAB). If this XnAP procedure is also used to transfer the QoS information, then CU1 may include the QoS for each traffic. 

So we propose following procedure for descendant IAB
· Option 3: CU1 includes information on the requested IP addresses for descendant IABs (i.e., type and quantity of IP addresses for each traffic type) over Xn, CU2 reply with the assigned IP addresses. CU1 then generate the RRCReconfiguration including a 1:1 replacement for the descendant IAB. 
 
Proposal 1: CU1 includes information on the requested IP addresses for descendant IABs (i.e., type and quantity of IP addresses for each traffic type) over Xn, CU2 reply with the assigned IP addresses. CU1 then generate the RRCReconfiguration including a 1:1 replacement for the descendant IAB.

Issue 2: How to allow the boundary node to report outer and inner IP addresses of F1-C and other types of IP addresses for IPsec tunnel mode? 
· Inner IP address for F1-C and SCTP: Explicitly used by F1-C messages such as gNB-DU-CONFIGURATION UPDATE message and SCTP signaling.
· Outer address for F1-C: Explicitly used by IKE and IPsec. Terminated at SeGW. Need not be known by CU1, only by the SeGW.
· Inner/outer IP addresses for non-F1 traffic (e.g., OAM traffic): Need not be known by CU1.

Current F1AP specification supports IAB-DU report its TNL Configuration information for IPSec tunnel related to the GTP tunnel. Regarding the outer IP address for F1-C, it may need to be known by CU1. CU2 may assign more than one IP address to IAB for F1-C. CU1 may want to use different IP address for UE-Associated (UA) signaling and Non-UE-Associated (NUA) signaling. In order to map the UA signaling and NUA signaling to different BH RLC CH, CU1 need to ensure the IPV6 FL or DSCP is different for UA signaling and NUA signaling. Otherwise, CU2 will not be able to know the UA signaling and NUA signaling. Here is an example: 
-	CU2 assigns 2 outer IP address to the IAB for F1-C. IAB setup 2 IPsec tunnels. 
-	IAB uses the 1st IPsec tunnel for UE-associated (UA) signaling, e.g. outer IP address #1, with IPv6 FL#A
-	IAB uses the 2nd IPsec tunnel for non-UE-associated (NUA) signaling, e.g. outer IP address #2, with IPv6 FL#A (Same FL)
-	In case CU want to use different BH/QoS for UA signaling and NUA signaling. CU2 need to know {IP address #1, FL#A} is for traffic type “UA”} and {IP address #2, FL#A} is for traffic type “NUA”. CU2 can only know this information from CU1.
-	In this case, CU1 need to know outer IP address used for UA signaling and NUA signaling. 

Proposal 2: in case CU1 want to use different QoS/BH RLC for UA signaling and NUA signaling, CU1 need to ensure different IPv6 FL or DSCP is used for UA signaling and NUA signaling. Otherwise, CU1 need to know the outer IP address for UA signaling, and for NUA signaling. 


Issue 3: How CU1 sets IPv6 FL in DL packets of IKE/SCTP-INIT handshakes during migration, and CU1 therefore does not know from which IAB-DU the IKE/SCTP-INIT packets come from. Options mentioned in last meeting:
· Option 1: All IKE/SCTP-INIT traffic uses same FL.
· Option 2: CU2 configures two DL mappings, one with IP address, the other with IP address + IPv6 FL, and it applies precedence to longer match. CU1 can set any FL6 for IKE/SCTP-INIT packets.
· Option 3: Initially, DL mapping is only configured based on IP address. QoS info is exchanged after CP has been established and then DL mapping is configured.

Option 1 is too restrictive. 

Option 2 is a valid option. The initial traffic only includes the IKE/SCTP packets, so it may be ok to perform the DL mapping based on IP address without considering the DSCP/FL. CU2 can configure one traffic mapping entry only including the IP address, and additional traffic mapping entry including the DSCP/FL. For example, CU2 may configure the DL mapping in its Donor-DU with 
· Mapping index #1, IP address, BH Information
· Mapping index #2, IP address + DSCP/FL, BH information
Donor2-DU will perform traffic mapping for the initial IKE/SCTP packets based on the 1st mapping entry. After CU1 knows the peer node who initiated the IKE/SCTP, CU1 can start to use the right IPv6 FL/FDSCP, and the traffic mapping will then be performed based on the 2nd mapping entry.

In Option 3, the DL mapping configuration is updated after QoS info is exchanged. But the QoS info may be exchanged before the migration. In that case, a new indication is needed for CU1 to inform CU2 to update the mapping configuration in its Donor-DU. So Option 3 is complex than Option 2. 

Proposal 3: adopt Option 2. 
· Option 2: CU2 configures two DL mappings, one with IP address, the other with IP address + IPv6 FL, and it applies precedence to longer match. CU1 can set any FL6 for IKE/SCTP-INIT packets.

Issue 4:  new Xn procedure to enable traffic offloading for the boundary node. 
· Could the new Xn procedure occur before Xn HO?
· When CU2 receives this Xn message: 
· How does it identify the boundary node this message applies to? 
· How does it identify the boundary node in case the message is sent before the Xn HO? 
· How does it identify the boundary node in case the message is sent after the UE Context Release message has been issued to CU1?
· Is this procedure UA or NUA? If UA, which “UE” does it refer to? If NUA, how does it refer to the boundary node?

It is beneficial to allow the new Xn procedure be performed before the Xn HO. For example, if CU2 cannot support the traffic loading, there is no need to perform the Xn HO. 

It may be a common issue about how to identify the boundary node in CU2 during migration, topology redundancy, and resource configuration update (after inter-donor migration or re-establishment). Using current UE XnAP ID is an option, but it may require further check current specification to not violate the rules for assign/remove the UE XnAP ID. We slightly prefer to define a new ID to identify the IAB over the Xn interface. 

Proposal 4-1: the new Xn procedure can be performed before Xn HO. 
Proposal 4-2: introduce a new ID to identify the IAB over the Xn interface.

Issue 5:  a new Xn procedure for IP address info/QoS info/L2 info exchange for descendant nodes. 
· Could the new Xn procedure occur before Xn HO?
· When CU2 receives this Xn message: 
· How does it identify the boundary node this descendent node is connected to? 
· How does it identify this boundary node in case the message is sent before the Xn HO? 
· How does it identify the boundary node in case the message is sent after the UE Context Release message has been issue to CU1?
· Is this procedure UA or NUA? If UA, which “UE” does it refer to? If NUA, how does it refer to the boundary node?

· Should we consider using the same Xn procedure for descendent nodes as for the boundary node? 
· In this case, how would CU2 know if the message (or the IE carried in the message) applies to the boundary or the descendent node? Does it need to know it?

Similar to Issue 4, the new Xn procedure can be performed before Xn HO. A new ID is needed to identify the boundary node that the descendant node is connected to. 

CU2 may not need to know a specific descendant IAB node. CU2 only assign a number of IP addresses, and CU2 does not need to know whether a specific IP address is assigned to descendant IAB2 or IAB3. 

Issue 6: Should QoS info exchange for boundary/descendent nodes in Xn HO and SN addition/modification be supported
· We decided to include all multiplexing info into existing XnAP procedures (see AI 13.4.1) while we introduce a new procedure for QoS info exchange. This raises the question if QoS info exchange via Xn HO, SN addition/modification should be supported, too. 

The QoS information may be transferred during the XnAP Handover Preparation, and SN addition/modification procedure, and the QoS information may also be modified after the partial migration, for example, a new UE is connected with an IAB, or a connected UE left. This may require a new XnAP procedure, which may be combined with the IP address management. 

Proposal 6: enhance the Xn HO and SN addition/modification procedures to include the QoS information exchange. 

Issue 7: Revocation for IAB-node migration and inter-donor redundancy
· The Rapporteur believes that the following will work by default, i.e., without further agreement:
· IAB-MT migration from CU2 to CU1 uses the same Xn HO procedure as IAB-MT migration from CU1 to CU2. The RRC-terminating CU initiates this procedure. 
· For inter-donor redundancy, CU1 can migrate traffic forth and back between MCG and SCG paths. 
· Enhancement:
· Can the initiation of the Xn HO procedure CU2->CU1 be triggered by CU1, e.g., in case the initial migration was caused due to overload in topology 1 and the load condition has improved?
· For redundancy, can traffic migration from CU2 back to CU1 be triggered/requested by CU2, e.g., due to overload building up in topology 2?

For CU2 initiated revocation, it can use the Xn HO procedure as IAB-MT migration from CU1 to CU2. 
For the enhancements, this may be supported by reusing current mobility load balancing, e.g. CU1 inform CU2 for the load of its cells (e.g. source parent cell), then CU2 may initiate HO. 
For redundancy, CU2 can migrate the traffic back to CU1, e.g. when CU2 is not able to support a previously established BH RLC CH. XnAP procedure should be developed to support CU2 to initiate the modification/release of the traffic offloading. 

Proposal 7-1: for CU2 initiated revocation, it can be supported by current HO procedure. 
Proposal 7-2: Current mobility load balancing can be reused when CU1’s load condition is improved. 
Proposal 7-3: XnAP procedure should support CU2 to initiate the modification/release of the traffic offloading.

Conclusion
In this contribution, we have analysed the technical detail on inter-Donor topology adaptation. Our proposal is: 
Proposal 1: CU1 includes information on the requested IP addresses for descendant IABs (i.e., type and quantity of IP addresses for each traffic type) over Xn, CU2 reply with the assigned IP addresses. CU1 then generate the RRCReconfiguration including a 1:1 replacement for the descendant IAB.

Proposal 2: in case CU1 want to use different QoS/BH RLC for UA signaling and NUA signaling, CU1 need to ensure different IPv6 FL or DSCP is used for UA signaling and NUA signaling. Otherwise, CU1 need to know the outer IP address for UA signaling, and for NUA signaling. 

Proposal 3: adopt Option 2. 
· Option 2: CU2 configures two DL mappings, one with IP address, the other with IP address + IPv6 FL, and it applies precedence to longer match. CU1 can set any FL6 for IKE/SCTP-INIT packets.

Proposal 4-1: the new Xn procedure can be performed before Xn HO. 
Proposal 4-2: introduce a new ID to identify the IAB over the Xn interface.

Proposal 6: enhance the Xn HO and SN addition/modification procedures to include the QoS information exchange. 

Proposal 7-1: for CU2 initiated revocation, it can be supported by current HO procedure. 
Proposal 7-2: Current mobility load balancing can be reused when CU1’s load condition is improved. 
Proposal 7-3: XnAP procedure should support CU2 to initiate the modification/release of the traffic offloading.
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