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Introduction
During RAN3 #114e meeting, the following open issues were captured for energy saving use case:
	Editor’s Notes: FFS on data collection.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS if exact energy consumption value or energy efficiency gain is needed.
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision. FFS which exact energy saving strategy will be exchanged. Other energy saving strategies are FFS.
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.


In this contribution, we mainly focus on the detailed inputs and outputs for AI-based energy saving. 
Discussion
Data Collection for Model Training and Inference at NG-RAN
During RAN3 #113e meeting, it was not clear how to present data collection of network energy saving when model training and model inference are located at NG-RAN [1]. It is well-known that model training normally requires a large set of data to generate a trained, validated, and tested AI/ML model. Hence, when model training is located at NG-RAN, to avoid high bandwidth requirement to transfer large amount of data between NG-RAN and OAM, it is proposed that the collected data for model training will not be forwarded to OAM if model training is located at NG-RAN. This could also avoid transferring the same data back and forth between NG-RAN and OAM.
Proposal 1: [bookmark: _Ref85792854]Input of AI/ML-based Network Energy Saving will be transferred to NG-RAN only, and will not be forwarded to OAM, when model training is located in NG-RAN.
Output data of Network energy saving use case
Till RAN3 #114e meeting, following information were agreed as output of AI/ML-based network energy saving use case:
	AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy, such as recommended cell activation/deactivation. 
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)


In this section, we will mainly focus on the details of energy saving strategy and other outputs for AI/ML-based network energy saving use case.
Energy Saving strategy
Recalling the objective of AI/ML based network energy saving is to allow the system to dynamically configure energy-saving strategy (e.g. switch-off timing and granularity, offload actions, etc) to enable high system performance as well as to reduce energy consumption. In legacy network energy saving use case without AI/ML, the most straightforward way to reduce energy consumption is to de-activate certain cell/carrier when the traffic is going down. 
This strategy works when there is extremely low traffic for long periods of time and it’s highly predictable (e.g. Night-time traffic) and there is support from some other cell for that area so that there is no service breakdown. However, it is not always the optimal strategy during less predictable periods such as day-time lulls, as UE may experience service interruption during handover. Switching to another cell may not be able to meet QoS requirement of certain UEs, especially those with high QoS requirement. With the help of AI/ML, the system can have better understanding of how to tune system parameters and configuration without manually support. Using AI/ML models can greatly increase the optimization space for a system to optimize its configuration for energy consumption reduction. 
Observation 1: [bookmark: _Ref85792859]AI/ML can provide flexible configuration to reduce system energy consumption. Switching off or handover UE another NG-RAN node is not always needed.
As agreed in RAN3 #114e meeting, predicted energy state (e.g. active, high, low, inactive) is captured as one of the outputs for AI/ML based network energy saving use case. Different levels of energy saving states (other than inactive and active state) are corresponding to different actions and configurations in NG-RAN node, where NG-RAN node can reduce energy consumption without deactivation or handover UE(s) to other NG-RAN nodes. This could include either strategies by implementation or handover strategies.
Based on above observation, energy saving strategy can be separated into two categories:
· System Configuration Update and Self-optimization
· Cell Activation/Deactivation and Handover
Proposal 2: [bookmark: _Ref92203269]Energy Saving strategy includes two categories: 1) system configuration update and self-optimization, 2) cell/carrier activation/deactivation and handover.
For the first category “system configuration update and self-optimization”, this could be achieved by network implementation by updating system configuration, which could include following strategies for improving energy efficiency at one NG-RAN node:
1. Increase SSB periodicity 
2. Lower the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature) 
3. DTX for BS 
4. Increase the SIB blocks periodicity 
5. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
6. Symbol shutdown
7. Channel shutdown
Although above energy strategies may not have specification impact, incorporating network implementation of such capabilities and some knowledge of such implementation among the NG-RAN nodes can improve the options and performance of the system by allowing greater flexibility in energy saving solutions.. 
Proposal 3: [bookmark: _Ref85792905]Following actions are considered as “System configuration update and self-optimization” output of AI/ML model for network energy saving:
a. [bookmark: _Ref85792916]Update of SSB periodicity 
b. Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 
c. Update of DTX for BS 
d. Update of the SIB blocks periodicity 
e. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
f. Symbol shutdown
g. Channel shutdown
For cell activation and handover which may have specification impact, following actions are considered as output of energy saving strategy:
1. [bookmark: _Hlk85636651]Secondary cell activation/deactivation 
2. Carrier aggregation turn-on/off 
3. Primary/Macro cell activation/deactivation 
4. Dual connectivity turn-on/off
Proposal 4: [bookmark: _Ref92203291]Following actions are considered as “cell activation/deactivation and handover” output of AI/ML model for network energy saving:
a. Secondary cell activation/deactivation
b. Carrier aggregation turn-on/off
c. Primary/Macro cell activation/deactivation
d. Dual connectivity turn-on/off
[bookmark: _Hlk92198605]Validity Time
After taking energy saving decisions, based on the predicted traffic status in future, it is also possible that the predicted energy saving strategy is not needed anymore. Thus, the strategy can be reverted if the predicted traffic status goes back to its original status after a certain amount of time.
Hence, it is possible for one UE to move back to the source NG-RAN node after certain time, or the network may resume its original configurations. The validity time is used to indicate the network nodes (i.e. either local nodes for local energy saving decisions or neighbour nodes for handover decisions) how long the predicted energy saving strategy based on prediction will continue. This could also help to avoid making another energy saving strategy decision frequently at local and neighbour NG-RAN nodes.
Observation 2: [bookmark: _Ref92203298]The validity time is used to indicate how long the predicted energy saving strategy will continue based on predicted traffic status in future.
The validity time of corresponding energy saving strategy is proposed to be provided together as the output. It may indicate:
· the predicted time/period for a UE to connect to a target NG-RAN node
· the predicted time/period of the NG-RAN node to stay in low/high energy state
Proposal 5: [bookmark: _Ref85792928][bookmark: _Hlk92199530]Validity time of corresponding energy saving strategy is generated as output of AI/ML based energy saving use case.
Standard Impact
Confidence Level of AI/ML model and/or Accuracy of predicted energy saving decision
Machine learning model is trained based on a large set of data so that network can easily predict values/status of the network in near future. However, the prediction result may not be always correct or accurate. Incorrect or biased prediction values may lead to wrong decision, causing poor network performance or even network shutdown. 
To avoid negative performance impact, for each output of model inference, confidence level of the AI/ML model can help to indicate how much one can trust the inference result, or the accuracy of the predicted results. The “Confidence Level” can be transmitted to “Actor” node (i.e. NG-RAN node 1 which is receiving neighbour node’s predicted network energy saving strategy information) together with other information. Then, “Actor” node can decide whether to trust the outcome of ML model of the neighbour NG-RAN nodes or not based on the confidence level corresponding to their AI/ML model or accuracy level of the predicted results. If the confidence level is high, “Actor” node can take action according to the received policy or results; otherwise, “Actor” node can ignore the received inference results and continue with the legacy mechanism. 
Proposal 6: [bookmark: _Ref92203308]Confidence Level of AI/ML model and/or Accuracy of predicted energy saving decision is transmitted to neighbour NG-RAN nodes together with AI/ML-based network energy saving decisions.
Feedback of Network energy saving use case
During RAN3 #114e meeting, following feedback were agreed as input data for network energy saving:
	· Resource status of neighbouring NG-RAN nodes
· Energy efficiency 


In legacy SON/MDT, resource status is exchanged periodically, where one NG-RAN node can understand resource status at neighboring NG-RAN nodes. Considering scenario when the handed-over UE goes into RRC_INACTIVE/RRC_IDLE state, or even moving to another NG-RAN node, for AI/ML model, feedback from the target NG-RAN node may not be useful, as the performance of UE (who’s handover is decided by AI/ML model) is not included in current resource status report. Hence, for AI/ML based use cases, the feedback from the target NG-RAN node to the source NG-RAN node can be stopped after UE is handed-over to another cell or goes into RRC_IDLE or RRC_INACTIVE.
Additionally, if validity time of one energy saving strategy is agreed, when validity time is expired, the feedback is also not needed.
Proposal 7: [bookmark: _Ref85792945] The target NG-RAN node can stop providing feedback to the source NG-RAN node if 1) the handed-over UE is no longer available at the target NG-RAN node; 2) goes into RRC_IDLE/INACTIVE state; 3) the validity time has expired. 
A text proposal for the above solutions and standard impact is provided in Annex A.
Proposal 8: [bookmark: _Ref71193068]Agree the corresponding text proposal to TR 37.817 in Annex A.
Conclusion
In this contribution, we proposed and explained the motivation of introducing other required output and feedback for AI-based network energy saving use case.
We propose the following observations and proposals:
Proposal 1: Input of AI/ML-based Network Energy Saving will be transferred to NG-RAN only, and will not be forwarded to OAM, when model training is located in NG-RAN.
Observation 1: AI/ML can provide flexible configuration to reduce system energy consumption. Switching off or handover UE another NG-RAN node is not always needed.
Proposal 2: Energy Saving strategy includes two categories: 1) system configuration update and self-optimization, 2) cell/carrier activation/deactivation and handover.
Proposal 3: Following actions are considered as “System configuration update and self-optimization” output of AI/ML model for network energy saving:
a. Update of SSB periodicity 
b. Update of the advertised Bandwidth (use Bandwidth Part Adaptation (BPA) feature 
c. Update of DTX for BS 
d. Update of the SIB blocks periodicity 
e. Use wake-up signaling features/DRX features to increase the number of UEs in sleep mode, depending on traffic patterns 
f. Symbol shutdown
g. Channel shutdown
Proposal 4: Following actions are considered as “cell activation/deactivation and handover” output of AI/ML model for network energy saving:
a. Secondary cell activation/deactivation
b. Carrier aggregation turn-on/off
c. Primary/Macro cell activation/deactivation
d. Dual connectivity turn-on/off
Observation 2: The validity time is used to indicate how long the predicted energy saving strategy will continue based on predicted traffic status in future.
Proposal 5: Validity time of corresponding energy saving strategy is generated as output of AI/ML based energy saving use case.
Proposal 6: Confidence Level of AI/ML model and/or Accuracy of predicted energy saving decision is transmitted to neighbour NG-RAN nodes together with AI/ML-based network energy saving decisions.
Proposal 7: The target NG-RAN node can stop providing feedback to the source NG-RAN node if 1) the handed-over UE is no longer available at the target NG-RAN node; 2) goes into RRC_IDLE/INACTIVE state; 3) the validity time has expired.
Proposal 8: Agree the corresponding text proposal to TR 37.817 in Annex A.
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//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814335]5.1	Network Energy Saving
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Hlk46760209]5.1.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814337]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based network energy saving:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.


[bookmark: _Toc88582285]5.1.2.1	Model Training at OAM and Model Inference at NG-RAN

In this solution, NG-RAN makes energy decisions using AI/ML model trained from OAM.
Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN

Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.
Step 1: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 
Step 4: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 5: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
[bookmark: _Toc88582286]5.1.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
Editor’s Notes: FFS on data collection.


Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration messages to UE including configuration information.
Step 2: UE collects the indicated measurement, e.g. UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3: UE sends measurement report messages to NG-RAN node 1 including the required measurements for model training.
Step 14: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.
Step 52: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 63: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 74: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 
Step 85: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 96: NG-RAN node 2 provides feedback to NG-RAN node 1.
[bookmark: _Toc88582287]5.1.2.3	Input of AI/ML-based Network Energy Saving
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
Input Information from Local node: 
· UE mobility/trajectory prediction
· Current/Predicted Energy efficiency
· [bookmark: _Hlk87285238]Current/Predicted resource status

Input Information from UE:
-      UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

Input from neighbouring NG-RAN nodes:
· Current/Predicted energy efficiency
· Current/Predicted resource status

If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS if exact energy consumption value or energy efficiency gain is needed.
[bookmark: _Toc88582288]5.1.2.4	Output of AI/ML-based Network Energy Saving
AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy of system configuration update and self-optimization, such as update of SSB periodicity, update of the advertised bandwidth, update of DTX for BS, update of the SIB blocks periodicity, update of wake-up signaling features/DRX features, symbol shutdown, channel shutdown, etc.
· Energy saving strategy of cell activation/deactivation and handover, such as recommended cell activation/deactivation, secondary cell activation/deactivation, carrier aggregation turn-on/off, primary/macro cell activation/deactivation, dual connectivity turn-on/off. 
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)
· Validity time of energy saving decisions
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision. FFS which exact energy saving strategy will be exchanged. Other energy saving strategies are FFS.

[bookmark: _Toc88582289]5.1.2.5	Feedback of AI/ML-based Network Energy Saving
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
· Resource status of neighbouring NG-RAN nodes
· Energy efficiency 
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.
5.1.2.6	Standard impact
· [bookmark: _Hlk87529397]Potential Xn interface impact:
· Predicted energy efficiency between neighbour NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighbour NG-RAN nodes and source NG-RAN node
· Confidence level of AI/ML model and/or accuracy of predicted energy saving decision between neighbour NG-RAN nodes and source NG-RAN node
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