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Introduction
In this paper we further elaborate on the use case concerning network energy saving using Artificial Intelligence/Machine Learning. 
AI/ML for Network Energy Saving
At RAN3#114-e, various input data (from local node, from UE, from neighbour NG-RAN node) has been agreed to be used for training purposes. Also, it has been agreed that Model Training, in different scenarios of deployment, can reside in OAM or in a gNB. 
The use case described so far is missing details that have been agreed in the baseline principles or in other use cases. Such details are described below.
The measurement used as input for the model inference host should be collected on a per-need basis. The model inference host should be able to subscribe to input data from UE or neighbouring nodes. Similarly, there should be a mechanism to also subscribe to feedback information from neighbouring nodes. Also, signalling mechanisms need to be defined to provide training data to a Model Training deployed at OAM.
Proposal 1: Add subscription to the measurement and feedback data in the use case flowchart, also add signalling mechanism to make training data available to the OAM
Input data
We further elaborate on the FFS regarding model input information in the section below.
UE input
To apply AI/ML techniques at RAN level to determine the best energy saving configuration, it is essential to introduce tools to evaluate the impact on the UE energy consumption. Namely, an AI/ML solution that optimise the RAN energy performance but that degrades UE energy performance would not be a good solution.
Therefore, to support AI/ML for energy saving, it is proposed to study new information from the UE, concerning experienced power consumption with respect to the current energy saving strategy. The network can use this to learn how certain strategies affects the UE energy consumption. For example, the UE energy consumption might increase substantially when turning off a certain capacity cell. The UE energy consumption could be reported in absolute value or relative to a reference value or indeed only delta changes in energy consumption may be provided. In one alternative, the UE could report the energy consumption within a predefined range, e.g. an integer in , with  indicating a low energy efficiency, and indicating a very high energy efficiency. If for example all UEs operate at a low energy efficiency rate, it could motivate activating a capacity cell. 
Proposal 2: A UE should indicate its current energy efficiency, used as input to the ML model, and for feedback in order to train the model

 Neighbour NG-RAN node input
In general, achieving maximum performance without causing any major performance degradation while learning, can be made by shielding certain actions. This is commonly known as action shielding, and is one method to ensure a safe reinforcement learning deployment since it allows at the launch of an RL-agent to ensure that it cannot take certain actions. 

To ensure that only safe actions are taken in the network, NG-RAN node 1 can indicate its planned strategies to NG-RAN node 2, then NG-RAN node 2 should be able to shield (accept/reject) energy saving strategies from node 1, to ensure that the selected strategy is not causing a large negative impact on NG-RAN node 2. One cause of a reject message is, for example, when NG-RAN Node 2 cannot handle the amount of traffic that NG-RAN node 1 wishes to offload due to its selected energy saving strategy. Another cause for rejection is when the strategy might imply a gain in energy efficiency at NG-RAN node 1, but a larger deterioration of energy efficiency at NG-RAN node 2. The NG-RAN node 2 can hence shield actions that is likely to imply a high negative reward. If such mechanism of energy strategy checking between NG-RAN node 1 and NG-RAN node 2 is in place, there will be lot of unnecessary iterations in NG-RAN node 1 to understand which decision that results in a large negative reward for NG-RAN node 2. 

Proposal 3: An NG-RAN node should be able to shield (accept/reject) planned energy saving strategies from a neighboring NG-RAN node

Output data
It is challenging to outline the accuracy for the generic energy saving use case, it depends on the details of the energy saving strategy. One alternative is that the accuracy could comprise a probability that the selected strategy reduces the energy while fulfilling the quality-of-service requirements.  Another alternative is that the accuracy could comprise of the amount of energy the selected strategy is reducing while fulfilling the quality-of-service requirements. However, it is unclear at this stage to further describe what is meant by accuracy. There is also a various number of methods to introduce an accuracy, such as confidence interval, mean squared error, or uncertainty. The output validity time discussion is also affected by the output definition, and it is unclear whether it is needed to define such validity time before the exact output is defined.
Proposal 4 Output accuracy and validity time are not applicable to the Energy Efficiency use case

Feedback information
The performance metric should also include performance information for handed over UEs, to ensure that a certain energy saving action don’t imply a large performance degradation. The performance can comprise of e.g. the UE energy, bitrate, latency, reliability performance, etc. A certain degradation in performance regarding bitrate, latency, reliability etc. is not necessarily reflected in a degradation in user satisfaction. Maintaining the same or a similar quality of service of handed over UEs at the target node while performing energy saving actions may not be needed, as UEs may be over-provisioned at the source node with respect to the current application or service, e.g., DASH streaming. It may therefore lead to incomplete exploitation of the energy saving potential. To facilitate best possible energy saving strategies, reporting of RAN visible Quality of Experience (RVQoE) metrics or values for handed over UEs from target node to source node can be beneficial when applicable.

Proposal 5 Introduce a metric that reflects the performance of handed over UEs including RAN visible QoE

There is an FFS regarding the if exact energy consumption value or energy efficiency gain is needed. Absolute energy consumption values are difficult to interpret and constitute rather sensitive information. For this reason, it is proposed that Energy Efficiency Gains are used. Such metric would represent the delta (positive or negative) as a percentage change with respect to the energy levels monitored in a previous measurement period. 
Proposal 6 It is proposed to use energy efficiency gain
Unintended events for Network Energy Saving use case
AI-enabled RAN intelligence can be used to enhance Network Energy Saving by reducing the probability of unintended events. Below we identify some examples of such events:
· System-level energy efficiency: Following the energy saving decision, the energy might reduce in a certain cell, and neighboring cell. However, the overall network or UE energy consumption might increase since other nodes might be negatively affected. Ensuring proper feedback for each energy saving decision might reduce this issue.
· Inefficient traffic offloading for energy saving: The traffic offloading decision could increase the energy consumption if “wrong” UEs are selected. The prediction of energy efficiency for a certain offloading strategy, or coordination of offloading strategies among NG-RAN nodes might degrade this issue. 
· Consecutive energy saving actions (ping-pong or cascading effect): an NG-RAN node that receives traffic from a neighboring RAN node due to energy saving, may in turn trigger activation of capacity cells to cancel out the effect of the preceding traffic increase.  This can cause a ripple effect of many cell activations/deactivations and cancel out the gains of energy saving actions.
Proposal 7: It is proposed to add unintended events that the AI/ML solution for energy saving tries to prevent

Conclusion
A TP for TR 37.817, related to the energy saving use case, is proposed in Appendix A.
This paper analysed the Energy Efficiency AI/ML use case and derived the following:

Proposal 1: Add subscription to the measurement and feedback data in the use case flowchart, also add signalling mechanism to make training data available to the OAM
Proposal 2: A UE should indicate its current energy efficiency, used as input to the ML model, and for feedback in order to train the model
Proposal 3 An NG-RAN node should be able to shield (accept/reject) planned energy saving strategies from a neighboring NG-RAN node

Proposal 4 Output accuracy and validity time are not applicable to the Energy Efficiency use case
Proposal 5 Introduce a metric that reflects the performance of handed over UEs including RAN visible QoE

Proposal 6 It is proposed to use energy efficiency gain
Proposal 7: It is proposed to add unintended events that the AI/ML solution for energy saving tries to prevent
Proposal 8 RAN3 to agree on provided TP concerning solutions and standard impacts for energy saving use case. 

Appendix A – TP for TR 37.817
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
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[bookmark: _Toc88582284]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based network energy saving:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.


[bookmark: _Toc88582285]5.1.2.1	Model Training at OAM and Model Inference at NG-RAN

In this solution, NG-RAN makes energy decisions using AI/ML model trained from OAM. 


Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN

Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.
Step 1a-1b: NG-RAN node 1 subscribes to inputs from NG-RAN node 2.: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2a-2b: NG-RAN node 1 may configure UE measurements to receive input data from the UE. : UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3. NG-RAN node 1 sends training data to OAM. Note: the same type of information may be reported to OAM from neighbor NG-RAN nodes as well, e.g. NG-RAN node 2.
Step 4. an AI/ML Model Training is located at OAM. The required UE measurements, and RAN information are leveraged to train the ML model.
Step 5: a trained AI/ML Model is deployed to NG-RAN node 1.
Step 36: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 
Step 7a-7b: NG-RAN node 1 indicates its energy saving/handover strategies, with associated energy saving estimation. NG-RAN node 2 sends an accept/reject response, for each of the strategies. The accept/reject can also include a more detailed information, such as expected energy consumption change for each strategy.
Step 48: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 9a-9b: NG-RAN node 1 subscribes to performance data from NG-RAN node 2. NG-RAN node 2 signals performance data to NG-RAN node 1.
Step 510: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
[bookmark: _Toc88582286]5.1.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
Editor’s Notes: FFS on data collection.




Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN
Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.
Step 2 a-2b: NG-RAN node 1 subscribes to inputs from NG-RAN node 2.: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 3a-3b: NG-RAN node 1 may configure UE measurements to receive input data from the UE. 3: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 4: Based on local inputs ofat  NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 
Step 5a-5b: NG-RAN node 1 indicates its energy saving/handover strategies, with associated energy saving estimation. NG-RAN node 2 sends an accept/reject response, for each of the strategies. The accept/reject can also include a more detailed information, such as expected energy consumption change for each strategy.
Step 56: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 67a-7b: NG-RAN node 1 subscribes to feedback from NG-RAN node 2. NG-RAN node 2 provides feedback to NG-RAN node 1.
[bookmark: _Toc88582287]5.1.2.3	Input of AI/ML-based Network Energy Saving
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
Input Information from Local node: 
· UE mobility/trajectory prediction
· Current/Predicted Energy efficiency
· [bookmark: _Hlk87285238]Current/Predicted resource status

Input Information from UE:
-      UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
· UE energy efficiency gain

Input from neighbouring NG-RAN nodes:
· Current/Predicted energy efficiency
· Current/Predicted resource status
· Current energy saving status (such as cells activated/deactivated)
· Accept/reject of energy saving strategies
If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS if exact energy consumption value or energy efficiency gain is needed.
[bookmark: _Toc88582288]5.1.2.4	Output of AI/ML-based Network Energy Saving
AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy, such as recommended cell activation/deactivation. 
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)
Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision. FFS which exact energy saving strategy will be exchanged. Other energy saving strategies are FFS.

[bookmark: _Toc88582289]5.1.2.5	Feedback of AI/ML-based Network Energy Saving
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
· Resource status of neighbouring NG-RAN nodes
· Cell Energy efficiency Gain
· UE energy efficiency gain
· UE performance affected by the energy saving action (e.g. handed over UEs)
· Bitrate, packet loss, latency, etc.
· RAN visible QoE
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.
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