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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]As described in RP-201620, one of the tasks of the study on AI/ML in RAN3 is to “study the functional framework for RAN intelligence enabled by further enhancement of data collection through use cases, examples etc. and identify the potential standardization impacts on current NG-RAN nodes and interfaces”. 
In order to explore the standardization impact on the current NG RAN architecture, this paper presents our view on the proposed functional framework for RAN intelligence.
[bookmark: _Toc461106288]Discussion 

In the previous meeting the discussion on high level principles and the functional framework continued and the agreements are captured in R3-216192, which included an updated illustration of the functional framework as follows. 


Figure 4.2-1: Functional Framework for RAN Intelligence

More specifically the agreements made were the following:
It is proposed to keep Model Deployment/Update arrow in the figure on functional framework in TR 37.817 and to remove the FFS. There is no need to split the arrow in parallel ones for Model Deployment and Model Update.
Note 1: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.
Remove the FFS in the description of Model Deployment/Update in Sec. 4.2 of TR 37.817 and to extent the description including a note stating that details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope.
Delete Editor Note: “FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.” in Sec. 4 of TR 38.417.
Not further consider the introduction of an explicit Model Management function in the functional framework in Rel-17.
Add text to Sec. 4.2 of TR 37.817 to explain the meaning of Model Performance Feedback. 
Delete the Editor Note “FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.” in Sec. 4.2 of TR 37.817 with the understanding that it is up to the use cases.

Furthermore, reading from the chairman’s notes, the following discussions were minuted as to be continued:
FFS on keep Model Performance Feedback arrow in the figure on functional framework. To be continued... 
In the following we will explore the above, provide an analysis and finally make proposals.

High level principles 
In the previous meeting there was no change in the high-level principles for RAN intelligence enabled AI, as reported in TR 37.817. 
We believe that although the set of principles already agreed is rather comprehensive, there is one aspect that needs to be covered.
In 4.2 in the Functional framework regarding the description of the Data Collection it is clarified that Data Collection is a function that provides input data to Model training and Model inference functions and an example of input data is measurements from UEs. So, we see that the UE is regarded as an entity that can host a Data Collection function. On the other hand, we have not identified any other function (Model Inference, Model Training) in our use cases that could be hosted by the UE. 
Based on the above, and to refine the scope of the study so to focus on the most relevant aspects, we propose to add the following high-level principle: the function that can be hosted by the UE is the data collection function.
Proposal 1: 	It is proposed to add in the high-level principles that the UE function that can be hosted by the UE should be regarded as a data collection function.


Functional Framework
Below we analyse the points put up for further discussions at the last RAN3 meeting

Model Performance feedback
The discussion on the possibility to provide Model Performance Feedback from the Model Inference function to the Model Training function continued during the previous meeting. The proposal analysed was to change the solid line of the arrow to a dashed line to make it clear that it is only optional as this may be dependent on the LCM approach selected or on the use case under consideration. It was evident that there didn’t exist a clear understanding of what the Model Performance Feedback is or of what information it is supposed to signal. So, the following was added in the TP for TR 37.817 on General Framework in R3-216192:
Model Performance Feedback: Applied if certain information derived from Model Inference function is suitable for improvement of the AI/ML model trained in Model Training function. Feedback from Actor or other network entities (via Data Collection function) may be needed at Model Inference function to create Model Performance Feedback.
[bookmark: _Hlk85101480]If the Model Inference function has information that can be used to improve the AI/ML model, that means that the Model Inference function can evaluate the performance of the model used for inference. That would require the availability of the “ground truth” associated to the information that has been inferred by the AI/ML model. As an example, if the Model Inference function is supposed to predict resource utilisation at a neighbour cell, the Model Inference function should also have the actual measurement of the resource utilisation at the neighbour cell in order to evaluate the model performance.
With the current structure of the Functional Framework for RAN Intelligence, however, the ground truth related to an inference step can only be available either at the Actor or at the Data Collection functions, but not at the Model Inference function, something which is recognised in the above clarification of the Model Performance Feedback: Feedback from Actor or other network entities (via Data Collection function) may be needed at Model Inference function to create Model Performance Feedback.
So in order to support Model Performance Feedback additional signalling would be required either from the Actor or the Data Collection, to provide the Model Inference function with the ground truth related to past inference steps. This would result in additional complexity without any clear benefit.
Observation 1:  With the current assumptions on the Functional Framework, the Model Inference function cannot evaluate by itself the Model Performance Feedback.
Observation 2:	For the Model Inference function to determine a Model Performance Feedback, additional signalling is required, either from the Actor or the Data Collection, to provide the Model Inference Function with the ground truth related to past inference steps.
On the other hand, the Actor should be able to derive performance feedback and KPIs that allow to deduce how well the model performed. As an example, if the Model Inference Function provided an output consisting of a Mobility action, the Actor could measure the performance of the UE after such action was taken and signal it to the Data Collection Function. The Data Collection Function is also able to collect KPIs and measurements from other parts of the network. The Model Training Function is therefore able to subscribe to a number of information from the Data Collection Function, such as measurements and KPIs that could reveal how well the Inference Model has performed. On the basis of such information, the Model Training Function may decide to re-train the model and deploy it accordingly.
Observation 3:	The Actor can already provide “feedback” on the goodness of the Model Inference output to the Data Collection function. Data Collection function can also collect measurements and KPIs concerning the Model Inference output. Model Training function may subscribe to measurements, KPIs and performance feedback from the Data Collection function to determine how well the Inference Model is performing. 
Conclusion: Signalling of Model Performance Feedback from Model Inference to Model Training function is neither needed nor feasible.
Proposal 2: 	It is proposed to remove the Model Performance Feedback from Model Inference to Model Training function.
As shown above the Model Performance Feedback, as it has been defined till now, is difficult to be acquired in the Model Inference function without assistance of other functions, while at the same time other functions can and indeed are providing feedback related to performance. Based on that, we don’t see the benefit of adding extra complexity in order to define feedback that is in any case acquired through other functions. 
Nevertheless, the discussion in RAN3 seems to point at the fact that there might exist information in the possession of Model Inference that can be of use to the Model Training function. This might include information about the status of the model. For example, in light of the recent agreements that an AI/ML model can be further trained at the gNB, one such model status information is whether the model is retrained. 
Such model status information may be useful for the Training Model function. Hence, if RAN3 believes that some flow of information from Model Inference to Model Training function needs to be in place, we would propose to:
·  Rename the Model Performance Feedback to Model Status Information 
· Enable such message to transfer information on the status of the AI/ML Model, such as re-training information
Proposal 3: 	It is proposed to rename the Model Performance Feedback from Model Inference to Model Training function to Model Status Information and define it to indicate the status of the model such as if the model has been retrained.

Further training at gNB

In the previous meeting a discussion regarding offline and online training took place. It was discussed that once the Model Training function deploys a model to the node hosting the Model Inference function, it might be possible for such node to further train the model. This is reflected in a note added to TR 37.817, which states the following:
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

We believe that allowing the gNB to continue model training is beneficial. A simple example can be set for a nearest neighbour regressor/classifier, which considers a predefined number of training samples closest in distance to a new input to predict the label. In nearest neighbour regression, the output is the average of the labels of the closest neighbours of the input, whereas in nearest neighbour classification, the output is the most common class among the closest neighbours of the input. If the model is, for instance, a nearest neighbour regressor/classifier, adding new gNB-experienced training samples to the model should improve the model performance. It is evident that continuous training at gNB on local data can counteract data and concept drift and prevent model decay. Namely, it can correct cases where the inputs used by the Model Inference function are different from the training data used to derive the model and where the relation between inputs and outputs changes.
As we know AI/ML framework depicts the functional point of view. It is understood that functions like Data Collection can be distributed across multiple nodes. The same principle also applies to Model Training function. There may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation. 

Proposal 4: 	It is proposed to clarify that there may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation.

We believe that it is advantageous to indicate the possibility of multiple training instances in the description of the Model Training in the Functional Framework, as this would provide clarity and also take care of the issue of online and offline training in the simplest way.
Model Inference function
In the High-level Principles in 4.1 of the TR 37.817 it is stated that: The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that are subject to actions based on the output from model inference.
When analysing this sentence, it can be seen that it is incorrect. Indeed, the outputs of the Model Inference functions are signalled to nodes that can *take actions* rather than that are the *subject of actions*.
Therefore, we propose to update as follows: The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.
Proposal 5: 	It is proposed to update the High-level Principle regarding Model Inference Function as follows: The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.


Conclusions
In this contribution various open points on the high-level principles and functional framework, raised at the last RAN3 meeting were tackled. The following observations, conclusions and proposals were derived: 
Proposal 1: 	It is proposed to in the high-level principles that the UE should be regarded as a data collection entity.
Observation 1:  With the current assumptions on the Functional Framework, the Model Inference function cannot evaluate by itself the Model Performance Feedback.
Observation 2:	For the Model Inference function to determine a Model Performance Feedback, additional signalling is required, either from the Actor or the Data Collection, to provide the Model Inference Function with the ground truth related to past inference steps.
Observation 3:	The Actor can already provide “feedback” on the goodness of the Model Inference output to the Data Collection function. Data Collection function can also collect measurements and KPIs concerning the Model Inference output. Model Training function may subscribe to measurements, KPIs and performance feedback from the Data Collection function to determine how well the Inference Model is performing. 
Conclusion: Signalling of Model Performance Feedback from Model Inference to Model Training function is neither needed nor feasible.
Proposal 2: 	It is proposed to remove the Model Performance Feedback from Model Inference to Model Training function.
Proposal 3: 	It is proposed to rename the Model Performance Feedback from Model Inference to Model Training function to Model Assistance Information and indicate the status of the model such as if the model has been retrained.
Proposal 4: 	It is proposed to clarify that there may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation.
Proposal 5: 	It is proposed to update the High-level Principle regarding Model Inference Function as follows: The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.
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-----------------Unchanged Text Omitted-----------------
[bookmark: _Toc88582278]4	General Framework
Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)


[bookmark: _Toc88582279]4.1	High-level Principles 
The following high-level principles should be applied for AI-enabled RAN intelligence:
· The detailed AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.
· The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 
· The input/output and the location of the Model Training and Model Inference function should be studied case by case.
· The study focuses on the analysis of data needed at the Model Training function from Data Collection, while the aspects of how the Model Training function uses inputs to train a model are out of RAN3 scope.
· The study focuses on the analysis of data needed at the Model Inference function from Data Collection, while the aspects of how the Model Inference function uses inputs to derive outputs are out of RAN3 scope.
· Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases.
· The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
· The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that takeare subject to actions based on the output from Model Inference.
· An AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.
· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
· User data privacy and anonymisation should be respected during AI/ML operation.
· The UE function that can be hosted by the UE is the data collection function.

[bookmark: _Toc88582280]4.2	Functional Framework
Editor Note: FFS on whether model performance evaluation / generating of model performance metrics is performed in Model Inference.




Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed  as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. The Model Training Function may constitute of different function instances hosted by different logical nodes/systems.

· [bookmark: _Hlk87349515]Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 
· Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions) . It is FFS whether it provides model performance feedback to Model Training function. The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· Note: Details of inference output are use case specific. 
· Model Status Information: Information on the status of the AI/ML Model, such as re-training information.
· (FFS) Model Performance Feedback: Applied if certain information derived from Model Inference function is suitable for improvement of the AI/ML model trained in Model Training function. Feedback from Actor or other network entities (via Data Collection function) may be needed at Model Inference function to create Model Performance Feedback.
· Note: Details of the Model Performance Feedback process are out of RAN3 Rel-17 study scope.

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.




image1.emf
Data 

Collection

Model Training 

Model Inference 

Actor

Training Data

Inference Data Output

Model 

Deployment/

Update

Model 

Performance

Feedback (FFS)

Feedback


Microsoft_Visio_Drawing.vsdx
Data Collection
Model Training
Model Inference
Actor
Training Data
Inference Data
Output
Model Deployment/
Update
Model Performance
Feedback (FFS)
Feedback



image2.emf
Data 

Collection

Model Training 

Model Inference 

Actor

Training Data

Inference Data Output

Model 

Deployment/

Update

Model Status

Information

Feedback


Microsoft_Visio_Drawing1.vsdx
Data Collection
Model Training
Model Inference
Actor
Training Data
Inference Data
Output
Model Deployment/
Update
Model Status
Information
Feedback



Microsoft_Visio_Drawing2.vsdx
Data Collection
Model Training
Model Inference
Actor
Training Data
Inference Data
Output
Model Deployment/
Update
Model Performance
Feedback (FFS)
Feedback



