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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]At RAN3-114e, more details were added to the load balancing use case for AI/ML and R3-216230 was agreed. Details were also added to the Mobility Optimization use case for AI/ML and agreed in R3-216232.
This paper discusses additional aspects for Load Balancing and Mobility Optimization use cases, providing further input to TR 37.817.

[bookmark: _Toc461106288]AI/ML for Load balancing

Input data
At RAN3#114-e, various inputs (from local node, from UE, from neighbour NG-RAN node) have been agreed to be used for training purposes. Also, it has been agreed that Model Training, in different scenarios of deployment, can reside in OAM or in a gNB. 
Depending on where Model Training is deployed, the mechanisms to provide training data to the Model Training function can be slightly different. The table below provides a short summary for each of the Model Training deployment scenarios.

	Training Data
	Model Training at 
NG-RAN node 1
	Model Training at OAM

	Input data from UE (e.g. UE measurements and location information)
	NG-RAN node 1 requests and obtains input data from UE
	NG-RAN node 1 requests and obtains input data from UE
NG-RAN node 1 sends input data from UE to OAM (directly or in an aggregated form)

	NG-RAN node 1 own information on Resource Status 
	Own Resource Status information
	NG-RAN node 1 sends to OAM own Resource Status information (directly or in an aggregated form)

	NG-RAN node 1 neighbor information on Resource Status
	gNB requests and obtains Resource Status information from neighbouring gNBs
	NG-RAN node 1 sends to OAM previously received neighbour’s NG-RAN nodes Resource Status information (directly or in some aggregated form)
Neighbor NG-RAN nodes of NG-RAN node 1 sends own Resource Status information to OAM



When looking at the agreements take so far on the load balancing use case it is possible to see that the information exchange highlighted in the “Model Training at OAM” above is not represented in the use case description. We believe such exchange of data should be described to give a complete description of the use case.
Proposal 1:  For AI/ML Mobility Load Balancing use case, signalling mechanisms need to be defined to provide the following training data to a Model Training deployed at OAM:
- Input data received at RAN from UE (directly or in an aggregated form)
- Resource Status Information collected at RAN nodes (directly or in an aggregated form)


It has been agreed to support the following inputs form the UE:
· UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
We think that additional UE information can also be beneficial. In particular, UE information on generated traffic (e.g. packet size, packet delay, next packet arrival time) can be used by a serving RAN to understand future needs in terms of its own load and (considering also UE location information) potential load to be transferred to neighbouring nodes. 
Proposal 2: For AI/ML Mobility Load Balancing use case, consider as input data, UE information on generated traffic.

Output data
As agreed at RAN3#114-e an AI/ML Mobility Load Balancing model can generate the following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbour NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time for the Model Inference output predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
Regardless of whether we obtained predictions with AIML methods or traditional estimation theory methods, predicting or estimating a certain parameter (or function value) requires a set of observable data, in control and estimation theory often referred to as “state”. In dynamic environments, the predicted value has a meaningful purpose only for a limited amount of time which strongly depends on the dynamics of the state. For example, when predicting the position or the trajectory of a moving target, the predicted position or trajectory is accurate (hence valid for a certain purpose) only for a limited time.
The same principle applies to predictions of resource status information in a RAN node, where the observable state is non-static as it may include, for instance, historical measurements of PRB utilization, compositive available capacity, number of UE (active, in RRC connected mode, etc), and therefore varies over time. Consequently, the predicted values of the resource status information can age rapidly depending on the dynamics of the observable state used for the predictions, to the point of becoming obsolete. If predictions are to be used for optimizing load distribution, it is important for a RAN node to know for how long such predictions are valid. Therefore, we see a benefit in considering the validity time of the predictions, and details of the solution can be left to the normative phase.
Proposal 3: For AI/ML Mobility Load Balancing use case, validity time can be used to indicate a time interval during which Model Inference outputs are valid. 

Feedback
When Mobility Load Balancing decisions are taken, some UEs are moved from NG-RAN node 1 to an NG-RAN node 2. After that, NG-RAN node 2 can provide Feedback to NG-RAN node 1. 
Possible Feedbacks that a target NG-RAN node 2 can send to source NG-RAN node 1 are:
· updated target cell load metrics after mobility
· impact on target cell performance (e.g. throughput)
· UE performance in target cell
The Feedback can be implemented in more than one procedure, depending if it is per cell or per UE, e.g.:
· cell level load and performance can be sent reusing existing Resource Status Reporting
· UE performance in target cell can be sent using existing or newly defined procedures
Details shall be discussed during the normative phase.
Proposal 4: For AI/ML Mobility Load Balancing use case, feedbacks can be sent after mobility from the target RAN node to the source RAN node, including:
- target cell load metrics after mobility
- target cell impact on performance after mobility
- UE performance in target cell

Unintended events for Load Balancing use case
AI-enabled RAN intelligence can be used to enhance Mobility Load Balancing by reducing the probability of unintended events. Below we identify some examples of such events: 
· Cell performance degradation: following a load balancing decision, the load in the target cell may increase to a level that significantly impacts the ability of the target cell to satisfy the traffic demand. Predicting the impact on target cell performance due to load transfer can help to solve or alleviate this issue.
· UE performance degradation: the service performance of a UE may be negatively impacted after the offload. Predicting the impact on UE performance in target cell can be used for better mobility load balancing decision and address this issue.
· Consecutive load balancing actions (ping-pong or ripple effect): an NG-RAN node that receives traffic from a neighbouring RAN node due to load balancing, may in turn trigger load balancing mobility to another RAN node or even to the initial neighbouring RAN node as a consequence of excessive load/performance degradation. In this scenario, a degradation in performance (at UE and cell level) seems very likely. Predicting the occurrence of this issue can provide improved load balancing (e.g. selection of a different candidate for load balancing)
AI-enabled RAN intelligence could use UE measurements and feedbacks from neighboring RAN nodes after multiple Mobility Load Balancing actions and use this information to train its ML model and try to identify sets of parameters that reduces unintended events.
Proposal 5  For AI/ML Mobility Load Balancing use case, UE measurements and feedbacks can be used to reduce unintended events such as cell or UE performance degradation after mobility or consecutive load balancing actions.
A TP for TR 37.817, related to the load balancing use case, is proposed in Appendix A.
Proposal 6:  RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Load Balancing use case. 
1 [bookmark: _Hlk90318898]AI/ML for Mobility Optimization
In this part we are discussing the Mobility Optimization use case and focus on the following list of topics that have been resolved during previous discussions:
a) Singalling Resource Status information among RAN entities
b) Predicted traffic
c) UE Trajectory predictions
d) Validity Time
e) Feedback
f) Updating the flow chart diagrams

1.1.1 Resource status reporting
We believe that exchanged information between the various functional elements in the RAN should be based on existing procedures and messages. In particular, currently specified resource status reporting can be used by an NG-RAN node to request the reporting of load measurements to another NG-RAN node or UE and to enable report updates on the results of the admitted measurements by the receiving entity.
[bookmark: _Hlk89900185]Proposal 7: The communication of the Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting.

1.1.2 Predicted traffic
Focusing, on the UE data input, the following set of input parameters has been agreed:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available.
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· Moving velocity
· FFS predicted traffic
While it is believed that a prediction of traffic demand would lead to a very complex exchange of information between RNA and UE, we think that including actual UE traffic information can be beneficial. In particular, UE information on generated traffic (e.g. packet size, packet delay, next packet arrival time) can be used by a serving RAN to understand future needs in terms of its own load and (considering also UE location information) potential load to be transferred to neighbouring nodes. That is, it would be better to change Traffic Prediction with UE information on generated traffic which includes as well the parameters of the actual UE generated traffic.
[bookmark: _Hlk89891096]Proposal 8: For the AI/ML Mobility Optimization use case, consider as input data, UE information on generated traffic.

1.1.3 UE Trajectory Prediction
As agreed at RAN3#114-e an AI/ML Mobility Optimization model can generate the following information as output:
· UE trajectory prediction (Latitude, longitude, altitude,cell ID of UE over a future period of time)
· Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
· 
· FFS whether validity time is applied to all outputs produced by the Model Inference function.
With respect to the UE trajectory prediction there are two aspect to consider:
· This parameter constitute sensitive user information that is subject to data privacy. Propagation of this parameter across the network would require checking with security groups such as SA3, to ensure feasibility
· This parameter is useful to a serving RAN to deduce what would be the likely movement of the UE across the network and therefore to predict mobility target cells. It is not clear why this parameter would be needed by any neighbour node
In light of the above we would like to propose to:
Proposal 9: Remove the UE trajectory prediction from the list of output Data.



1.1.4 Validity Time
The validity time can be seen as a characteristic of the predictions. It is clear, that any prediction should be associated with an attribute of its validity reference. As an example, a prediction for arrival of a UE at a CHO target would be valid for a given time window. A RAN node hosting a potential CHO target cell shall not expect that such prediction is valid forever and that would mislead the node in maintaining resources prepared for the UE. 
Proposal 10: For the AI/ML Mobility Optimization use case the validity time indicates a time interval during which Model Inference outputs are valid.

1.1.5 Feedback
When the Model Inference function outputs its prediction, e.g., target cell prediction, target NG-RAN node prediction, etc., to the Actor (UEs, gNBs, etc.) the recommended actions or configurations are executed to achieve Mobility Optimization.
Such actions introduce a new state and the feedback on the new status is provided by the ongoing measurement reports which are used as Training Data (and/or Inference Data) by the Model Training (and/or Model Inference) function. 
Therefore, these Measurement reports provide by default, assistance Feedback to the Model Training functional element in the form of updated information enabling a direct view on the improvement or not of the key relevant parameters after the execution of the optimized HO. Thus, this operation is already built into the operational model for AI/ML and there is no need to introduce any additional explicit Performance Feedback procedure, or any associated arrow “Model Performance Feedback” as there already exists a feedback procedure available through the Data Collection functional element and the associated measurement reports.
Proposal 11: Delete the arrow “ML Performance Feedback” and the associated discussion from the flow charts

A TP for TR 37.817, related to the Mobility Optimization use case, is proposed in Appendix A.
Proposal 12: RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 
1.1.6 Flow charts
In the flow charts discussed in the current version interaction with a second gNB is missing. Such signalling exchanges should be included in the flow chart description for the Mobility Optimization use case, as shown below






Conclusions
In this paper we further elaborate the use case concerning Load Balancing and Mobility Optimization. The following proposals have been made:
Proposal 1:  For AI/ML Mobility Load Balancing use case, signalling mechanisms need to be defined to provide the following training data to a Model Training deployed at OAM:
- Input data received at RAN from UE (directly or in an aggregated form)
- Resource Status Information collected at RAN nodes (directly or in an aggregated form)
Proposal 2: For AI/ML Mobility Load Balancing use case, consider as input data, UE information on generated traffic.
Proposal 3: For AI/ML Mobility Load Balancing use case, validity time can be used to indicate a time interval during which Model Inference outputs are valid. 
Proposal 4: For AI/ML Mobility Load Balancing use case, feedbacks can be sent after mobility from the target RAN node to the source RAN node, including:
- target cell load metrics after mobility
Proposal 5: For AI/ML Mobility Load Balancing use case, UE measurements and feedbacks can be used to reduce unintended events such as cell or UE performance degradation after mobility or consecutive load balancing actions.
- target cell impact on performance after mobility
- UE performance in target cell
Proposal 6:  RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Load Balancing use case. 
Proposal 7: The communication of the Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting.
Proposal 8: For the AI/ML Mobility Optimization use case, consider as input data, UE information on generated traffic.
Proposal 9: Remove the UE trajectory prediction from the list of output Data.
Proposal 10: For the AI/ML Mobility Optimization use case the validity time indicates a time interval during which Model Inference outputs are valid.
Proposal 11: Delete the arrow “ML Performance Feedback” and the associated discussion from the flow charts
Proposal 12: RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 


Appendix A - TP to TR 37.817 for Load Balancing use case

[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814338][bookmark: _Toc55814335]5.2	Load Balancing
[bookmark: _Toc55814339]5.2.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
· It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the  UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. ML model based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.
Mobility Load Balancing can be enhanced by means of AI/ML by reducing the probability of unintended events. Examples of such unintended events are:
· Cell performance degradation: an increase in load in the target cell due to the offloaded traffic may significantly impact the ability of the target cell to satisfy the traffic demand.
· UE performance degradation: the service performance of an UE may be negatively impacted after the offload.
· Consecutive load balancing actions (ping-pong or ripple effect): a RAN node that receives traffic from a neighbouring RAN node due to load balancing, may in turn triggers load balancing mobility towards another RAN node or even to the initial RAN node to cancel out the effect of the preceding mobility action.
AI-enabled RAN intelligence could use UE measurements and feedbacks from neighbouring RAN nodes after multiple Mobility Load Balancing actions, to train its ML model and try to identify sets of parameters that reduces unintended events.

[bookmark: _Toc55814340]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFSLoad predictions and validity time can be requested for example by reusing and extending existing Resource Status Reporting Initiation procedures.  Load predictions can be reported for example by reusing and extending existing Resource Status Reporting procedures.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
[bookmark: _Hlk87526270]To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· [bookmark: _Hlk87526314]An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
A high-level signalling flow for the AI/ML use case related to Load Balancing is shown in Figure 5.2-2-1 below.


5.2.2.1	AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN
[bookmark: _Hlk89677789]A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training in OAM and Model Inference in NG-RAN is shown in Figure 5.2-2-1 below.



Figure 5.2-2-1: AI/ML for Load Balancing use case – Model Training in OAM and Model Inference in NG-RAN.
Step 1. The NG-RAN node 1 requests the UE to provide measurements, location information, and traffic information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2. The UE collects and reports to NG-RAN node 1 requested measurements and location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 4. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 5. NG-RAN node 1 sends training data to OAM (e.g. own load information and/or neighbour NG-RAN node load information). Note: the same type of information may be reported to OAM from neighbour NG-RAN nodes as well, e.g. NG-RAN node 2.
Step 6. an AI/ML Model Training is located at OAM. The required UE measurements, UE location information, and RAN load information are used to train the ML model.
Step 7: AI/ML Model is deployed to NG-RAN node 1.
Step 8. The UE collects and reports to NG-RAN node 1 requested measurements and location information.
Step 9. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 10: NG-RAN node 1 can infer Mobility Load Balancing decisions (e.g. for cells of NG-RAN node 1).
Step 11: NG-RAN nod 1 executes Mobility Load Balancing actions and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 12: MN-RAN node 1 request for feedback information from NG-RAN node 2.
Step 13: NG-RAN node 2 sends Feedback to NG-RAN node 1 (e.g. impact on cell performance after load balancing, UE performance after handover to the NG-RAN node 2, resource status updates after load balancing). 


5.2.2.1	AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training and Model Inference in a NG-RAN node is shown in Figure 5.2-2-2 below.




Figure 5.2-2-1-2: AI/ML for Load Balancing use case – Model Training and Model Inference in a NG-RAN node
[bookmark: _Hlk89630506]Step 1. The NG-RAN node 1 requests UE to provide measurements, location information, and traffic information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2. The UE collects and reports to NG-RAN node 1 the requested measurements and location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 4. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 15: an AI/ML Model Training is located at NG-RAN node 1. The required measurements are leveraged to train the ML model. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions.

Steps 2-36: NG-RAN node 1 can request and obtains UE measurements and location information for real time Mobility Load Balancing optimization (e.g. RRM measurements, MDT measurements, velocity, position).
Step 4-57: NG-RAN node 1 can requestobtains Resource Status information from the neighbouring NG-RAN node 2. (e.g., reusing current Xn: Resource Status Update procedure)Details and name of the procedure are FFS.
Step 68: NG-RAN node 1 can perform infers Mobility Load Balancing predictions decisions (e.g. for cells of NG-RAN node 1).
Step 79: NG-RAN node 1 takes executes Mobility Load Balancing decision actions and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 10: MN-RAN node 1 request for feedback information from NG-RAN node 2.
Step 811: NG-RAN node 2 sends Feedback to NG-RAN node 1 (e.g. impact on cell performance after load balancing, impact on UE performance after handover from the NG-RAN node 1, resource status updates after load balancing). It is FFS whether “Feedback” is signalled after receiving a Feedback Request.


5.2.2.1	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
From the local node:
· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
From the UE:
· UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
· UE traffic information (e.g. packet size, packet delay, next packet arrival time)
From neighbour NG-RAN Nodes:
· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
Editor’s Note: FFS other input information required for AI/ML-based load balancing.

5.2.2.2	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time for the Model Inference output predictions. The validity time indicates the time interval during which Model Inference outputs can be considered as valid by an Actor.FFS whether validity time is applied to all outputs produced by the Model Inference function.
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.

5.2.2.3	Feedback of AI/ML-based Load Balancing
To optimize the performance of AI/ML-based load balancing model, following feedback can be considered to be collected from NG-RAN nodes:
· UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)
· Resource status information updates from target NG-RAN
· Cell performance impact after load balancing
Editor’s Note: FFS other feedback expected from AI/ML-based load balancing

/////////////////////////////////////////////   END OF CHANGES ///////////////////////////////////////////////

Appendix B - TP to TR 37.817 for Mobility Optimization use case
<<<<<<<<<<<<<<<<<<<< Start of Changes >>>>>>>>>>>>>>>>>>>>
<<<<<<<<<<<<<<<<<<<< Start of 1st set of Changes >>>>>>>>>>>>>>>>>>>>
5.3	Mobility Optimization
5.3.1	Use case description
Mobility management is the scheme to guarantee the service-continuity during the mobility by minimizing the call drops, RLFs, unnecessary handovers, and ping-pong. For the future high-frequency network, as the coverage of a single node decreases, the frequency for UE to handover between nodes becomes high, especially for high-mobility UE. In addition, for the applications characterized with the stringent QoS requirements such as reliability, latency etc., the QoE is sensitive to the handover performance, so that mobility management should avoid unsuccessful handover and reduce the latency during handover procedure. However, for the conventional method, it is challengeable for trial-and-error-based scheme to achieve nearly zero-failure handover. The unsuccessful handover cases are the main reason for packet dropping or extra delay during the mobility period, which is unexpected for the packet-drop-intolerant and low-latency applications. In addition, the effectiveness of adjustment based on feedback may be weak due to randomness and inconstancy of transmission environment. Besides the baseline case of mobility, areas of optimization for mobility include dual connectivity, CHO, and DAPS, which each have additional aspects to handle in the optimization of mobiltity. 
Mobility aspects of SON that can be enhanced by the use of AI/ML include
· Reduction of the probability of unintended events
· UE Location/Mobility/Performance prediction
· Traffic Steering 
Reduction of the probability of unintended events associated with mobility. 
Examples of such unintended events are:
· Intra-system Too Late Handover: A radio link failure (RLF) occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.
· Intra-system Too Early Handover: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.
· Intra-system Handover to Wrong Cell: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell. 
· Successful Handover: During a successful handover, there is underlying issue.
RAN Intelligence could observe multiple HO events with associated parameters, use this information to train its ML model and try to identify sets of parameters that lead to successful Hos and sets of parameters that lead to unintended events.
UE Location/Mobility/Performance Prediction
Input on Predicting UE’s location can be is a key part for mobility optimisation, as many RRM actions related to mobility (e.g. selecting handover target cells) can benefit from the predicted UE location/trajectory. UE mobility inputprediction is also one key factor in the optimization of early data forwarding particularly for CHO. UE Performance prediction when the UE is served by certain cells is a key factor in determining which is the best mobility target for maximisation of efficiency and performance.
Traffic Steering
Efficient resource handling can be achieved adjusting handover trigger points and selecting optimal combination of Pcell/PSCell/Scells to serve a user. 
Existing traffic steering can also be improved by providing a RAN node with information related to mobility or dual connectivity. 
For example, before initiating a handover, the source gNB, could use feedbacks on UE performance collected for successful handovers occurred in the past and received from neighboring gNBs. 
Similarly, for the case of dual connectivity, before triggering the addition of a secondary gNB or triggering SN change, an eNB could use information (feedbacks) received in the past from the gNB for successfully completed SN Addition or SN Change procedures.
In the two reported examples, the source RAN node of a mobility event, or the RAN node acting as Master Node (a eNB for EN-DC, a gNB for NR-DC) can use feedbacks received from the other RAN node, as input to an AI/ML function supporting traffic related decisions (e.g. selection of target cell in case of mobility, selection of a PSCell / Scell(s) in the other case), so that future decisions can be optimized.
<<<<<<<<<<<<<<<<<<<< End of 1st set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 2nd set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.2			AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
NG-RAN node
UE
4. Model Training
3. Measurement Report
5. ML Model Deployment
7. Model Inference
9. Action:
Mobility Optimization
6. Measurement Report
8. ML Performance Feedback
2. Measurement
1.
 Measurement  Configuration
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Figure 5.3-1  AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1. The NG-RAN node configures the measurement information on the UE side and sends a configuration message to UE including configuration information.
Step 1a’. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 1b’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 2. The UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells. Step 3. The UE  sends measurement report message to OAM via NG-RAN node 1 including the required measurement (e.g. own information and/or neighbor NG-RAN node information). NOTE: the same type of information may be reported to OAM from neighbor NG-RAN nodes as well, e.g. NG-RAN node 2.
Step 4. Model Training.  Required measurements are leveraged to training ML model for UE mobility optimization.
Step 5. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note:This step is out of RAN3 Rel-17 scope.
Step 6. The NG-RAN node 1 obtains the measurement report as inference data for UE mobility optimization.
Step 6’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 7. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc., with the associated validity time.
Step 8. The NG-RAN sends the AI/ML model performance feedback to OAM(FFS).
Step 89. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
Step 10: MN-RAN node 1 request for feedback information from NG-RAN node 2.
Step 11: NG-RAN node 2 sends Feedback to NG-RAN node 1. 

<<<<<<<<<<<<<<<<<<<< End of 2nd set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 3rd set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.3			AI/ML Model Training and AI/ML Model Inference in a NG-RAN node




Figure 5.3-2: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 1a’. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 1b’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. Model training. Required measurements are leveraged to training ML model for mobility optimization.
Step 5. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization (e.g. own information and/or neighbor NG-RAN node information).
Step 5’. NG-RAN node 1 can obtain Resource Status information from the neighbouring NG-RAN node 2. (e.g., reusing current Xn: Resource Status Update procedure).
Step 6. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc. with the associated validity time.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization. 
Step 8. The NG-RAN node 1 sends handover request message to the NG-RAN node 2.
Step 9: MN-RAN node 1 request for feedback information from NG-RAN node 2.
Step 10: NG-RAN node 2 sends Feedback to NG-RAN node 1. 


<<<<<<<<<<<<<<<<<<<< End of 3rd  set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 4th set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.4			Input data
The following data is required as input data for mobility optimization.
Input Information from the UE: 
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. 
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· Moving velocity
· UE information on generated trafficFFS predicted traffic

Input Information from the neighbouring RAN nodes: 
· UE’s successful handover information in the past and received from neighboring RAN nodes
· UE’s history information from neighbor
· Position, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)
· Resource status and utilization prediction/estimation
· SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
· Information about the performance of handed over UEs
· Resource status prediction


Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node)
· Local resource status prediction 

If existing UE measurements are needed by a gNB for AI/ML-based mobility optimization, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.

5.3.2.5			Output data
· UE trajectory prediction (Latitude, longitude, altitude, cell ID of UE over a future period of time)
· Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication

5.3.2.6			Standard impact
To improve the mobility decisions at a gNB (gNB-CU), a gNB can request mobility feedback from a neighbouring node. Details of the procedure are FFS.
· Potential Xn interface impact:
· Predicted resource status info and performance info from candidate target NG-RAN node to source NG-RAN node mirroring existing resource status reporting procedures.


<<<<<<<<<<<<<<<<<<<< End of 4th set of Changes >>>>>>>>>>>>>>>>>>>>
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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