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In TSG RAN Meeting #114e, the following agreements have been achieved [1]: 
	Revise definition of boundary node in BL CR to 38.401 in R3-214656:
· Boundary IAB-node: an IAB-node with one RRC interface terminating at a different IAB-donor-CU than the F1 interface. This definition applies to partial migration and inter donor redundancy and inter donor RLF recovery.
For IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signaling, and boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signaling to the F1-terminating CU.
The non-F1-terminating CU to use Rel-16 RRC procedures for replacement and release of IP addresses at the boundary node. 
The F1-terminating CU sends the information necessary for the non-F1-terminating CU to configure the DL mapping on its Donor-DU.
WA: F1AP is used for header-rewriting configuration on the boundary node.
A new Xn procedure is introduced to enable the inter topology migration of F1 transport. FFS if UA or NUA Xn procedure.
For IP address reconfiguration of descendent nodes, if needed:
· An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.
· The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.
· The same Xn procedure is used for partial migration, inter-donor redundancy and RLF recovery.
· As the baseline, the reconfiguration of the descendent node occurs after the establishment of the target path. FFS on further details.
WA: The following information is exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2) for boundary node traffic:
· CU1->CU2
· QoS info per traffic type for non-UP traffic and per one or bundle of F1-U tunnels for UP traffic; content is FFS.
· DL IP address info 
· CU2->CU1
· DL: IPv6 FL/DSCP value 
· UL: UL boundary node configuration, e.g., UL BH mapping, for each QoS info; pending RAN2.
For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.
RLF recovery uses the existing Xn procedure for fetching the context of the boundary IAB-MT, and the new Xn procedure for enabling the inter topology migration of F1 transport.
For IP address allocation during RLF recovery, same mechanisms to be used as for partial migration.
Way forward: Discussions on IAB full migration are stopped for Rel17. The topic may be addressed in future releases.



This paper addresses remaining aspects for IP address assignment during inter-donor migration and discusses the new Xn procedure to enable traffic offloading to the other topology. This paper also discusses revocation of inter-donor migration and redundancy.
IP address management
Replacement of old IP addresses
RAN3#111-e agreed that the source CU (CU1) provides the target CU (CU2) information about IP address(es) requested for the boundary IAB node (in an RRC container). For IP address assignment, it is still to be determined whether the source CU also includes info about the old IP addresses. Two options are possible:
· Option 1: CU1 requests new IP addresses from CU2 and includes the indices of the associated old IP addresses used in CU1’s network. CU2 provides a one-to-one replacement of IP addresses in the returned RRC container by including the indices of the old addresses.

· Option 2: CU1 requests new IP addresses from CU2 and does not include the indices of the associated old IP addresses used in CU1’s network. CU2 returns new IP addresses in an RRC container. All old IP addresses are released by the boundary node upon receiving the RRC container.
Option 1 reuses the Rel-16 mechanism to release old IP addresses at an IAB-node by means of providing their associated indices. We prefer Option 1.
    
Proposal 1: For IP address assignment, the source CU provides the target CU with indices of old IP addresses in the request of replacement IP addresses for the boundary node.
Reporting of IP addresses by the boundary node
RAN3#114-e agreed that the boundary node reports the F1-U IP address(es) to CU1 via Rel-16 F1-AP signaling.

For F1-C IP address(es), the boundary node inserts the latter in the header(s) of IP traffic that transports the F1-AP signaling to CU1. No additional reporting of the F1-C IP address(es) is necessary.

Non-F1 IP address(es) need not be known to CU1 and shall not be reported.

All-traffic IP address(es) are used by the boundary IAB-node for multiple purposes including F1-U. This means they can be reported via Rel-16 F1-AP signaling.

Proposal 2: No enhancement is needed for reporting of F1-C/non-F1/all-traffic IP addresses by the boundary node to the source CU.
Setting of IPv6 flow label in IKE/SCTP-INIT traffic
RAN3#114-e agreed that CU2 returns IPv6 FL/DSCP value per offloaded traffic including F1-C. The migration of F1-C involves IKE/SCTP-INIT handshakes, whereas the gNB-DU ID is only carried in F1AP. It is thus possible that CU1 may not be able to identify the sender of the SCTP-INIT handshake message in order to include the right IPv6 FL in the response message. The following options were proposed in the last meeting:
· Option 1: All IKE/SCTP-INIT traffic use same IPv6 FL.

· Option 2: CU2 configures two DL mappings, one with IP address, the other with IP address + IPv6 FL, and IAB-donor-DU applies precedence to longer match. CU1 can set any FL6 for IKE/SCTP-INIT packets.


· Option 3: Initially, DL mapping is only configured based on IP address/prefix. QoS info is exchanged after the CP has been established and then the DL mapping is reconfigured.
Option 3 is implementation-based. We prefer Option 3.  

Proposal 3: No enhancement is needed for setting the IPv6 FL in DL IKE/SCTP-INIT traffic by the source CU.

New Xn procedure for traffic offloading
Could the new Xn procedure occur before Xn HO?
For the boundary node: The source CU only becomes aware of the IP address info of the boundary node after the boundary node executes HO and reports the new IP address info via F1 signaling. Therefore, performing the new Xn procedure before Xn HO does not enable early configuration of the DL mapping(s) at the target-path donor-DU for the boundary node’s traffic.

For the descendant node: RAN3#114-e agreed that the new Xn procedure could be used for IP address reconfiguration of descendant nodes. Therefore, performing the new Xn procedure before Xn HO could enable early configuration of the DL mapping(s) at the target-path donor-DU for the descendant node’s traffic. However, the target path for descendant traffic cannot be fully configured until CP towards the boundary node is established, which only happens after the Xn HO of the boundary node.

Proposal 4: The new Xn procedure to request boundary/descendant traffic offloading shall not precede the Xn HO preparation of the boundary IAB-MT.
Identification of the boundary node in the new Xn signaling
Consider a load-balancing scenario where two nodes are partially migrated to CU2’s topology at same or different but overlapping times. The two boundary nodes may or may not have descendant nodes. 

For access traffic of the boundary nodes: The new Xn procedure should be able to tell whether traffic offloading to CU2’s topology terminates at the first boundary node or the second boundary node.

For descendant traffic via the boundary nodes: The new Xn procedure should be able to tell whether traffic offloading to CU2’s topology will be routed through the first boundary node or the second boundary node.

Proposal 5a: The new Xn procedure to request boundary/descendant traffic offloading must identify the boundary node at which traffic terminates or through which traffic is routed.

Potential identifiers of the boundary node in the new Xn signaling:
· Option1 - Target cell NCGI of the parent node: 
· Requires that no two boundary nodes connect to the same serving cell. 
· Implies that the new Xn signaling is NUA.

· Option 2 - XnAP IDs of the boundary IAB-MT allocated in the Xn HO preparation: 
· Requires that the XnAP IDs of the boundary IAB-MT are retained after the UE context release message is issued to CU1. 
· Implies that the new Xn signaling is UA.
Proposal 5b: RAN3 to decide whether the NCGI of the boundary IAB-MT’s target serving cell or the XnAP IDs allocated during the boundary IAB-MT’s HO preparation are included in the new Xn procedure for boundary/descendant-traffic offloading.
Differentiation of requests for boundary node vs. descendant node using the new Xn signaling
RAN3#114-e agreed that Xn requests to offload boundary traffic or descendant traffic include DL IP address info (along with QoS/traffic type).

IP address assignment to the boundary node uses the HO command sent by CU2. IP address addition to the boundary node uses RRC to CU2. Inclusion of any of these IP addresses in the Xn request implies the request pertains to the boundary node.

Since IP address allocation to an IAB-node uses RRC, the source CU will use the new Xn signaling to request IP addresses only for descendant nodes. Inclusion of any of these IP addresses in the Xn request implies the request pertains to a descendant node.

For the case that IP address allocation is not network-based, CU2 cannot differentiate requests for boundary node vs. descendant nodes. However, this is not critical since either way CU2 will have to configure the target path for the offloaded traffic and return same L2 parameters to CU1.
Could Xn HO also carry QoS info exchange?
RAN3#114-e agreed to use existing Xn signaling to carry resource configuration info for multiplexing b/w CUs.
RAN3#114-e agreed to use new Xn signaling to enable inter-topology migration of F1 transport.
[bookmark: _Hlk91156033]RAN3 is invited to develop stage-3 design consistently for the different IEs/messages required for inter-donor coordination.
Proposal 6: RAN3 to develop consistent stage-3 design for the different IEs/messages required for inter-donor coordination.   
Revocation of Migration and Redundancy
For migration:
Revocation involves flipping back the parent link of the boundary IAB-MT followed by flipping back the F1 transport. 
If migration of the boundary IAB-MT from CU1 to CU2 was triggered by link degradation, CU1 should not initiate revocation of the migration since the boundary IAB-MT’s measurement reports go to CU2.
If migration of the boundary IAB-MT from CU1 to CU2 was triggered by congestion in CU1’s network, CU1 does not necessarily need to initiate revocation of the migration after congestion relief since CU2 could initiate revocation via Xn HO signaling if CU2’s network becomes congested.

For redundancy:
Revocation involves flipping back the F1 transport. Revocation optionally involves releasing the second parent link of the boundary IAB-MT.
The F1-terminating CU can flip the F1 transport to its topology by updating the UL TNL info using existing F1 signaling. The F1-terminating CU can further (request to) release the other parent link using existing Xn signaling.
The non-F1 terminating CU can (request to) release the other parent link of the boundary IAB-MT using existing Xn signaling. This will force the F1-terminating CU to first flip back the F1 transport to the F1-terminating CU’s topology and then release (or acknowledge the request to release) the other parent link.

Proposal 7: No enhancement is needed to support revocation of migration or redundancy.
Conclusion
This paper addressed remaining aspects for IP address assignment during inter-donor migration and discussed the new Xn procedure to enable traffic offloading to the other topology. This paper also discussed revocation of inter-donor migration and redundancy. The following proposals have been made:

Proposal 1: For IP address assignment, the source CU provides the target CU with indices of old IP addresses in the request of replacement IP addresses for the boundary node.
Proposal 2: No enhancement is needed for reporting of F1-C/non-F1/all-traffic IP addresses by the boundary node to the source CU.
Proposal 3: No enhancement is needed for setting the IPv6 FL in DL IKE/SCTP-INIT traffic by the source CU.
Proposal 4: The new Xn procedure to request boundary/descendant traffic offloading shall not precede the Xn HO preparation of the boundary IAB-MT.
Proposal 5a: The new Xn procedure to request boundary/descendant traffic offloading must identify the boundary node at which traffic terminates or through which traffic is routed.
Proposal 5b: RAN3 to decide whether the NCGI of the boundary IAB-MT’s target serving cell or the XnAP IDs allocated during the boundary IAB-MT’s HO preparation are included in the new Xn procedure for boundary/descendant-traffic offloading.
Proposal 6: RAN3 to develop consistent stage-3 design for the different IEs/messages required for inter-donor coordination.
Proposal 7: No enhancement is needed to support revocation of migration or redundancy.
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