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Introduction

The Work Item on Enhancement for RAN slicing [1] is starting as planned in 21Q4 at RAN3#113.

It addresses two main items:

· Follow-up of the conclusions of the RAN study on Enhancement for RAN slicing [1];

· Implementation of the SA2 eNS Phase2 affecting RAN3.

This paper addresses the first item. The RAN study on Enhancement for RAN slicing was completed in March 2021 and the outcome is captured in the TR 38.332 [2]. 
Multi-carrier radio resource sharing solutions (6.2.3.3)

This solution is applicable to scenario 1. In this solution, it is assumed that radio resources are primarily assigned to a slice (or slice sets) on a frequency, or cell, basis. For example, a RAN node may host two layers as shown below:
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Figure 6.2.3.3-1: RAN node supporting two layers
The solution addresses temporary resource shortage in one cell as per scenario 1, and where the RAN node hosts another cell with different frequency and overlapping coverage where the same slice is available. In above, this could be the case for slice 1 and cell 1/F2 (or also slice 1 and cell 2/F1). The solution consists of setting up DC or CA using user plane resources of F1 (or F2), for some or all UEs with slice1 PDU sessions.
For the above scenario, the following agreement was taken at RAN3#114:

Agreed that Multi-Carrier Resource sharing solution has no stage 3 impact.
Also, then the following TP was agreed in R3-215966 at RAN3#114:

The NG-RAN node may use Multi-Carrier Resource Sharing or Resource Repartitioning to allocate resources to a slice.

In Multi-Carrier Resource Sharing the RAN node can setup the dual connecitivtiy or carrier aggregation with different frequency and overlapping coverage where the same slice is available. 
Editor’s Note: whether the “new cell” can be outside the RA of the UE is FFS.

The only remaining open point is whether the new cell can be inside or outside the RA. Assuming that the Allowed NSSAI is the list of slices allowed in the RA, it is not sure that an operator may accept that SCG resources outside the RA are used. At last RAN3#114, it was commented that this could remain based on operator’s policy, which seems reasonable.

Proposal 1: whether to allow SCG resources outside of RA is based operator policy.

The above proposal, if agreed, means that we can have:
· Operator A think that SCG resources may be added outside RA. Therefore, no check needs to be done.

· Operator B think that SCG resources shall not added outside the RA. Therefore, for such policy the serving gNB needs to check of the SCG to be added is within RA or not and forbid the SCG addition if not. This requires serving gNB to know what is the RA of the UE.

Proposal 2: In order to let the operator decide the policy, the AMF sends to gNB the RA of the UE in the NG initial context setup message.
Re-Partitioning solutions (6.2.3.1 and 6.2.3.2)

It was commented at RAN3#114 that re-partitioning solutions and configuration based solutions are similar and handled together e.g. in the LS sent to SA5 in R3-216238 to ask about the frequency of the modification of partitioning of resources. The following working assumptions were taken at RAN3#114 for which no show-stopper were found and therefore we propose to turn them into agreement.

Proposal 3: agree on the following: 

The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions.

Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective.

Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.

Then two topics were agreed to be continued:

To be continued:

· Pre-emption aspects (existing tools enough?, is clarification needed for the interaction between the existing tools QoS framework (ARP) and RRMPolicyRatio ?)

· Whether a slice resource change indication should be included in the handover request acknowledge message?

· Pre-emption aspects

TS 28.541 already assumes the concept of prioritized pool. This implicitly means that the slices which comprise the Slice Member List of the pool are allowed to pre-empt any slice that would temporarily occupy the resources of the pool and are not member. 
The question was asked at last RAN3#114 how this would interfere with the ARP concept?

In our view, the potential pre-emption interaction use case is the following: 

Slice 1 is congested.  A QoS flow of slice 1 with ARP vulnerability set to “not -pre-emptable” is using the prioritized pool of slice 2 because some resources are available in that pool. Later on, a QoS flow of slice 2 needs to pre-empt those resources. There are 3 possible options:

Option 1:  SA5 statement in TS 28.541 prevails over the QoS ARP: the QoS flow of slice 1 is pre-empted despite it had ARP vulnerability set to “not pre-emptable”. 

Option 2: QoS ARP prevails over the statement of SA5 TS 28.541: the QoS flow of slice 2 cannot pre-empt the QoS flow of slice 1 set to “not pre-emptable” even if using resources of slice 2 prioritized pool.
Option 3: we don’t specify which one prevails.
The use case above is assumed to be quite infrequent because it assumes that the QoS flow of slice 2 cannot find any QoS flow of a non-member in the slice 2 prioritized pool which would be “pre-emptable”. But even if rare, Option 3 would mean in this case that vendor A could implement option 1 and a vendor B could implement option 2. 
Proposal 4: RAN3 to discuss the 3 options to solve potential pre-emption conflict and decide which way to go.
· Handover Request acknowledge

At RAN3#114 it was suggested that target gNB could report about the slice resource shortage in Handover Request Acknowledge message so that the source gNB can take it into account for subsequent handovers.

When the slice is congested at target, the R15 behaviour is that target gNB can succeed the handover but will fail the PDU sessions associated with this slice. 

One use case in relation with Multi-Carrier Radio Resource Sharing (MCRS) is that target gNB could avoid failing the PDU sessions using the Multi-Carrier Resource Sharing solution i.e. by adding SCG resources from an SN. That would be beneficial for Service Continuity. However, adding SN could delay the handover which may not be acceptable for some handovers for the source gNB (e.g. time critical handovers). Two possible solutions could be:

· Solution 1: Source gNB indicates in the Handover Request that target gNB is allowed to use MCRS (adding an SN) for slice 1 if needed (i.e. if slice 1 congested in target gNB but SCG resources possible in SN, handover is not time critical).

· Solution 2: Source gNB uses a Conditional Handover Request and target gNB sends back Handover Request Acknowledge message with the failed PDU session but indicate to the source gNB that SCG addition would have been possible for service continuity. The source gNB can then send a new Handover Request indicating a CHO update in reply to the proposal from target gNB. 

The solutions are illustrated below:
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Figure 1: Solution 1: Source gNB indicates if target gNB is allowed to use MCRS (HO timing not critical)
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Figure 2: Solution 2: Target gNB indicates that MCRS is possible and source gNB may “replace” previous CHO handover to avoid the failure of PDU session slice 1

Solution 1 would be more suitable if the handover is not time critical. Then the source gNB can indicate this to target gNB and target gNB can use the Multi-Carrier Resource Sharing. 
If there is no guarantee on the timing for the handover, the reliability can be ensured by using CHO handover and solution 2 used. This allows UE to receive the first CHO with PDU session of slice 1 failed. If the target gNB has Multi-Carrier Resource Sharing possible, it can indicate this in the Handover Request Acknowledge message and source gNB can re-send a second Handover Request with “CHO update” in order to “replace” the first CHO if time allows (i.e. if the UE has not yet fulfilled the CHO condition). The first CHO configuration (with failed PDU session slice 1) secures the handover, the second CHO configuration (with successful PDU session slice 1) allows Service Continuity when still possible.
Proposal 5: It is proposed for RAN3 to discuss the two solutions to report slice resource shortage in HO Request Acknowledge and find out which one to specify.

Conclusion and Proposals
This paper has reviewed some proposals to enable service continuity in case of slice overload at target gNB and leverage efficiently the two features:

· Multi-Carrier Resource Sharing 

· Re-partitioning solution

It makes the following proposals:

Proposal 1: whether to allow SCG resources outside of RA is based operator policy.

Proposal 2: In order to let the operator decide the policy, the AMF sends to gNB the RA of the UE in the initial context setup message.

Proposal 3: agree on the following: 

The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions.

Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective.

Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.

Proposal 4: RAN3 to discuss the 3 options to solve potential pre-emption conflict and decide which way to go.

Proposal 5: It is proposed for RAN3 to discuss the two solutions to report slice resource shortage in HO Request Acknowledge and find out which one to specify.
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16.3.3.1
Handling of Slice Resources

The NG-RAN node may use Multi-Carrier Resource Sharing (MCRS) or Resource Repartitioning to allocate resources to a slice.

In Multi-Carrier Resource Sharing the RAN node can setup the dual connecitivtiy or carrier aggregation with different frequency and overlapping coverage where the same slice is available. The RAN node may receive the RA (Registration Area) of the UE from the AMF and may decide whether the added cell should be restricted to the RA based on operator’s policy.

Editor’s Note: whether the source RAN node indicates to target RAN node that MCRS is allowed during handover is FFS.  
Editor’s Note: whether the target RAN node indicates to source RAN node that MCRS is possible during handover is FFS.  
The Resource Repartitioning allows a slice to use resources from the shared pool or/and prioritized pool when its own dedicated or prioritized resources are not available as specified in TS 28.451 [xx].
The Slice RRM policies/restrictions are configured from NRM O&M for configuration based and re-partitioning solutions as per TS 28.451. Measurements of RRM policy utilization according to resource types defined in TS 28.451 are reported from RAN nodes to NRM O&M and may lead NRM O&M to update the Slice RRM policies/restrictions configuration.
TP for TS 38.413

8.3.1.2
Successful Operation
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Figure 8.3.1.2-1: Initial context setup: successful operation

In case of the establishment of a PDU session the 5GC shall be prepared to receive user data before the INITIAL CONTEXT SETUP RESPONSE message has been received by the AMF. If no UE-associated logical NG-connection exists, the UE-associated logical NG-connection shall be established at reception of the INITIAL CONTEXT SETUP REQUEST message.
Not modified
If the UE Registration Area IE is contained in the INITIAL CONTEXT SETUP REQUEST message, the NG-RAN node may use it as specified in TS 38.300 [8].
Not modified
9.2.2.1
INITIAL CONTEXT SETUP REQUEST

This message is sent by the AMF to request the setup of a UE context.
Direction: AMF ( NG-RAN node

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	AMF UE NGAP ID
	M
	
	9.3.3.1
	
	YES
	reject

	RAN UE NGAP ID
	M
	
	9.3.3.2
	
	YES
	reject

	Old AMF
	O
	
	AMF Name

9.3.3.21
	
	YES
	reject

	UE Aggregate Maximum Bit Rate
	C-ifPDUsessionResourceSetup
	
	9.3.1.58
	
	YES
	reject

	Core Network Assistance Information for RRC INACTIVE
	O
	
	9.3.1.15
	
	YES
	ignore

	GUAMI
	M
	
	9.3.3.3
	
	YES
	reject

	PDU Session Resource Setup Request List
	
	0..1
	
	
	YES
	reject

	>PDU Session Resource Setup Request Item
	
	1..<maxnoofPDUSessions>
	
	
	-
	

	>>PDU Session ID
	M
	
	9.3.1.50
	
	-
	

	>>PDU Session NAS-PDU
	O
	
	NAS-PDU

9.3.3.4
	
	-
	

	>>S-NSSAI 
	M
	
	9.3.1.24
	
	-
	

	>>PDU Session Resource Setup Request Transfer

	M
	
	OCTET STRING
	Containing the PDU Session Resource Setup Request Transfer IE specified in subclause 9.3.4.1.
	-
	

	>>PDU Session Expected UE Activity Behaviour
	O
	
	Expected UE Activity Behaviour

9.3.1.94
	Expected UE Activity Behaviour for the PDU Session.
	YES
	ignore

	Allowed NSSAI
	M
	
	9.3.1.31
	Indicates the S-NSSAIs permitted by the network
	YES
	reject

	UE Security Capabilities
	M
	
	9.3.1.86
	
	YES
	reject

	Security Key
	M
	
	9.3.1.87
	
	YES
	reject

	Trace Activation
	O
	
	9.3.1.14
	
	YES
	ignore

	Mobility Restriction List
	O
	
	9.3.1.85
	
	YES
	ignore

	UE Radio Capability
	O
	
	9.3.1.74
	
	YES
	ignore

	Index to RAT/Frequency Selection Priority
	O
	
	9.3.1.61
	
	YES
	ignore

	Masked IMEISV
	O
	
	9.3.1.54
	
	YES
	ignore

	NAS-PDU
	O
	
	9.3.3.4
	
	YES
	ignore

	Emergency Fallback Indicator
	O
	
	9.3.1.26
	
	YES
	reject

	RRC Inactive Transition Report Request
	O
	
	9.3.1.91
	
	YES
	ignore

	UE Radio Capability for Paging
	O
	
	9.3.1.68
	
	YES
	ignore

	Redirection for Voice EPS Fallback 
	O
	
	9.3.1.116
	
	YES
	ignore

	Location Reporting Request Type
	O
	
	9.3.1.65
	
	YES
	ignore

	CN Assisted RAN Parameters Tuning
	O
	
	9.3.1.119
	
	YES
	ignore

	SRVCC Operation Possible
	O
	
	9.3.1.128
	
	YES
	ignore

	IAB Authorized
	O
	
	9.3.1.129
	
	YES
	ignore

	Enhanced Coverage Restriction
	O
	
	9.3.1.140
	
	YES
	ignore

	Extended Connected Time
	O
	
	9.3.3.31
	
	YES
	ignore

	UE Differentiation Information
	O
	
	9.3.1.144
	
	YES
	ignore

	NR V2X Services Authorized
	O
	
	9.3.1.146
	
	YES
	ignore

	LTE V2X Services Authorized
	O
	
	9.3.1.147
	
	YES
	ignore

	NR UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.3.1.148
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	LTE UE Sidelink Aggregate Maximum Bit Rate
	O
	
	9.3.1.149
	This IE applies only if the UE is authorized for LTE V2X services.
	YES
	ignore

	PC5 QoS Parameters
	O
	
	9.3.1.150
	This IE applies only if the UE is authorized for NR V2X services.
	YES
	ignore

	CE-mode-B Restricted
	O
	
	9.3.1.155
	
	YES
	ignore

	UE User Plane CIoT Support Indicator
	O
	
	9.3.1.160
	
	YES
	ignore

	RG Level Wireline Access Characteristics
	O
	
	OCTET STRING
	Specified in TS 23.316 [34]. Indicates the wireline access technology specific QoS information corresponding to a specific wireline access subscription.
	YES
	ignore

	Management Based MDT PLMN List
	O
	
	MDT PLMN List

9.3.1.168
	
	YES
	ignore

	UE Radio Capability ID
	O
	
	9.3.1.142
	
	YES
	reject

	Target NSSAI Information
	O
	
	9.3.1.aaa
	
	YES
	ignore

	UE Registration Area
	O
	
	9.3.1.x
	
	YES
	ignore


	Range bound
	Explanation

	maxnoofPDUSessions
	Maximum no. of PDU sessions allowed towards one UE. Value is 256.


	Condition
	Explanation

	ifPDUsessionResourceSetup
	This IE shall be present if the PDU Session Resource Setup List IE is present.


Not modified
9.3.1.x
UE Registration Area
This IE contains a list of TAIs comprising the registration area of the UE. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	TAI List for UE RA Item
	
	1..<maxnoofTAIfor RA>
	
	

	>TAI
	M
	
	9.3.3.11
	


	Range bound
	Explanation

	maxnoofTAIforRA
	Maximum no. of TAIs in the registration area of a UE. Value is 64.
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