Page 4
Draft prETS 300 ???: Month YYYY
[bookmark: _Hlk527628066]3GPP TSG-RAN WG3 Meeting #114bis-e	R3-220163
Online, January 17th – 26th 2022

Agenda Item:	13.2.2
Source:	Ericsson
Title:	IAB Inter-Donor Topology Redundancy
Document for:	Agreement
Introduction
In this paper we discuss the stage-3 details of XnAP signalling for F1 transport migration for single- and dual-connected boundary nodes, and the corresponding revoking.
XnAP signalling for F1 transport migration in inter-donor partial migration and topology redundancy
Our assumption, proposed in our paper R3-220161, submitted to AI 13.2.1.1, is that the same XnAP procedure is used for F1 transport migration, for all scenarios (i.e., partial migration, inter-donor redundancy and inter-donor RLF recovery), and for both descendant nodes’ traffic and the traffic terminated at the boundary node.
RAN3 needs to finalize the content of XnAP signalling. As advised by the rapporteur, the stage-3 details of XnAP signalling, for both partial migration and topological redundancy should be addressed in the present AI (13.2.3).
At the RAN3#114-e meeting, the following agreements/TBCs were captured:
For DL descendent node traffic:
· CU1->CU2:
· QoS info. 
· A list of DL IP addresses 
· FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)
· CU2->CU1
· for each traffic: a list of {DSCP/IPv6 flow label, ingress BAP routing ID, ingress BH RLC CH ID} 
· FFS: prior-hop BAP address
For UL descendent node traffic:
· CU1->CU2:
· QoS info. 
· FFS: ingress BAP routing ID, ingress BH RLC CH
· CU2->CU1
· for each traffic: egress BAP routing ID, egress BH RLC CH ID
· FFS: next-hop BAP address for UL
· FFS: additional info, stage-3 details for signaling design.
WA: The following information is exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2) for boundary node traffic:
· CU1->CU2
· QoS info per traffic type for non-UP traffic and per one or bundle of F1-U tunnels for UP traffic; content is FFS.
· DL IP address info 
· CU2->CU1
· DL: IPv6 FL/DSCP value 
· UL: UL boundary node configuration, e.g., UL BH mapping, for each QoS info; pending RAN2.
About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include: {UE-associated F1AP, non-UE-associated F1AP, non-F1}, FFS for other info
Continue to discuss if any further information are needed to be exchanged between CU1 and CU2 for DL/UL descendent node traffic handling
E2E QoS requirement are divided into two parts: provided by its own topology fragment, provided by the non-F1-terminating CU’s topology fragment, which is up to implementation of CU1.
WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
In our view, the following additional information is needed:
· QoS Info for boundary and descendent node traffic:
· From CU1 to CU2, for DL/UL F1-U traffic, for each bundle of F1-U tunnels, the QoS expected to be supported in the CU2 network segment, from donor-DU2 to the boundary node (e.g., an IE similar to the QoS Flow Level QoS Parameters F1AP IE). 
· This follows from the RAN3#114-e agreements on satisfaction of E2E QoS requirements. 
· UL mapping info for boundary traffic:
· From CU1 to CU2, for UL non-F1-U traffic, the Non-UP Traffic Type: {UE-associated F1AP, non-UE-associated F1AP, non-F1} and the BH Information. For the former, the RAN3#114-e agreement does not explicitly refer to UL traffic.
· From CU1 to CU2, for UL F1-U traffic, the BH Information. 
· Control Plane Traffic Type info for boundary and descendent node traffic:
· From CU1 to CU2, for DL non-F1-U traffic, the Control Plane Traffic Type information.
· This is the non-UP counterpart of QoS Info.
· Previous/next hop BAP address for descendent node traffic:
· From CU2 to CU1, for every “QoS Info” or Control Plane Traffic Type information, the previous hop BAP address for DL traffic and next hop BAP address for UL traffic (both currently FFS).
· Needed because BH RLC CH IDs are per parent-child pair.
Proposal 1: The following additional information is exchanged in the new XnAP signalling for F1 transport migration:
· QoS Info for boundary and descendent node traffic:
· From CU1 to CU2, for DL/UL F1-U traffic, for each bundle of F1-U tunnels, the QoS expected to be supported in the CU2 network segment, from donor-DU2 to the boundary node (e.g., an IE similar to the QoS Flow Level QoS Parameters F1AP IE). 
· UL mapping info for boundary traffic:
· From CU1 to CU2, for UL non-F1-U traffic, the Non-UP Traffic Type: {UE-associated F1AP, non-UE-associated F1AP, non-F1} and the BH Information. 
· From CU1 to CU2, for UL F1-U traffic, the BH Information. 
· Control Plane Traffic Type info for boundary and descendent node traffic:
· From CU1 to CU2, for DL non-F1-U traffic, the Control Plane Traffic Type information.
· Previous/next hop BAP address for descendent node traffic:
· From CU2 to CU1, for every “QoS Info” or Control Plane Traffic Type information, the previous hop BAP address for DL traffic and next hop BAP address for UL traffic (both currently FFS).
To proceed with the work, it is also necessary to confirm the following WA: 
WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
Proposal 2: Turn the WA stating that “If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU” into an agreement.
Revoking of F1 transport migration in inter-donor topology redundancy
At the RAN3#114-e meeting, the following agreement and TBCs were captured:
For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.
It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 
Whether to introduce any enhancements to support revoking mechanism for DC case, to be continued
The main open issue is: should both donors be able to revoke inter-donor topology adaptation?
Inter-donor traffic offloading in inter-donor topology redundancy, may be triggered for various reasons, e.g.:
· Traffic load under the F1-terminating CU (“load balancing”).
· Link deterioration between the boundary node and its parent under the F1-terminating CU (“robustness”).
· Link failure between the boundary node and its parent under the F1-terminating CU (“RLF recovery”).
For dual-connected boundary nodes, both CUs should be able to revoke the migration, for similar reasons that apply for the single-connected boundary nodes:
· The F1-terminating CU (CU1) serving a dual-connected BN can trigger the revoking of traffic migration when the traffic situation in its network improves.
· The non-F1-terminating CU (CU2) serving a dual-connected BN can trigger the revoking of traffic migration due to traffic load build-up in its network.
Moreover, for a dual-connected boundary node, partial revoking of offloaded traffic is possible, where only a part of the migrated F1 transport is returned to the original path.
Proposal 3: 
For a dual-connected boundary node:
· CU1 requests revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· CU2 executes revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· After receiving the XnAP IAB F1 Transport Migration response, CU2 may release the resources used for traffic offloading.
The revoking request is sent from the F1-terminating CU, for which there are two alternatives: it could either be sent in a dedicated XnAP class-2 procedure or it can reuse the new XnAP IAB F1 Transport Migration procedure, which implies that the non-F1-terminating CU sends back a response message before executing the revoking. We somewhat prefer the first alternative.
Proposal 4: Define a class-2 XnAP procedure by which the F1-terminating CU requests the non-F1-terminating CU to initiate the revoking of partial migration or F1 transport migration for a dual-connected boundary node. 
Conclusion
In this paper we discuss the stage-3 details of XnAP signalling for F1 transport migration for single- and dual-connected boundary nodes, and the corresponding revoking. The following is proposed:
Proposal 1: The following additional information is exchanged in the new XnAP signalling for F1 transport migration:
· QoS Info for boundary and descendent node traffic:
· From CU1 to CU2, for DL/UL F1-U traffic, for each bundle of F1-U tunnels, the QoS expected to be supported in the CU2 network segment, from donor-DU2 to the boundary node (e.g., an IE similar to the QoS Flow Level QoS Parameters F1AP IE). 
· UL mapping info for boundary traffic:
· From CU1 to CU2, for UL non-F1-U traffic, the Non-UP Traffic Type: {UE-associated F1AP, non-UE-associated F1AP, non-F1} and the BH Information. 
· From CU1 to CU2, for UL F1-U traffic, the BH Information. 
· Control Plane Traffic Type info for boundary and descendent node traffic:
· From CU1 to CU2, for DL non-F1-U traffic, the Control Plane Traffic Type information.
· Previous/next hop BAP address for descendent node traffic:
· From CU2 to CU1, for every “QoS Info” or Control Plane Traffic Type information, the previous hop BAP address for DL traffic and next hop BAP address for UL traffic (both currently FFS).
Proposal 2: Turn the WA stating that “If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU” into an agreement.
 Proposal 3: 
For a dual-connected boundary node:
· CU1 requests revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· CU2 executes revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· After receiving the XnAP IAB F1 Transport Migration response, CU2 may release the resources used for traffic offloading.
Proposal 4: Define a class-2 XnAP procedure by which the F1-terminating CU requests the non-F1-terminating CU to initiate the revoking of partial migration or F1 transport migration for a dual-connected boundary node. 

2

