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Introduction
In this paper we discuss the way forward with respect to reduction of service interruption.
Reconfiguration of descendant nodes
With respect to IP address reconfiguration of descendent nodes, the following was agreed at the RAN3#114-e meeting:
RAN3 to discuss avoidance of descendant node reconfiguration (e.g., an IP tunnel between Donor-DUs) after the baseline solution for inter-donor migration (that implies reconfiguring of descendant nodes) has been settled.  
Moreover, the following was also agreed at RAN3#114-e:
For IP address reconfiguration of descendent nodes, if needed:
· An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.
· The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.
· The same Xn procedure is used for partial migration, inter-donor redundancy and RLF recovery.
· As the baseline, the reconfiguration of the descendent node occurs after the establishment of the target path. FFS on further details. 
Our understanding of the above agreement is that the baseline solution for reconfiguration of descendent nodes is settled and only details need to be worked out. Hence, there are no obstacles to continue the discussion on the solution for reconfiguration avoidance.
We note that the mechanism agreed for inter-donor UL re-routing, i.e., establishing a tunnel between the Donor-DUs, can be reused for carrying both DL and UL traffic in inter-donor routing. We further note that this would also enable the descendant nodes to keep using their old IP addresses even when their traffic is proxied via another CU. 
Observation 1: The solution agreed for inter-donor UL re-routing, i.e., inter-donor-DU tunnel, can be the basis for the inter-donor routing, on both UL and DL.
The details of the solution can be discussed, but tentative steps could be as follows: 
1. A set of GTP-U tunnels can be set up directly between Donor-DU1 and Donor-DU2 and can be used for tunnelling of packets between the two donor-DUs. 
2. Donor-CU1 configures Donor-DU1 for forwarding the DL packets into the GTP-U tunnels. Here, the signalling for configuring Donor-DU2 for mapping the UL rerouted packets can be reused, with slight modifications. Donor-CU2 configures Donor-DU2 for forwarding the incoming DL packets from the tunnel to the backhaul and vice versa for the UL packets.
3. Two options can be considered, with respect to how the Donor-DU1 handles the DL packet based on its IP header and the configuration received from Donor-CU1:
· Option A: IP packets are tunnelled in the DL, Donor-DU1 appends the GTP-U and tunnel IP headers to the packet on top of the original IP header. 
· Option B: BAP packets are tunnelled in the DL, Donor-DU1 assembles the BAP header with a BAP routing ID. Note that the BAP Routing ID here pertains to the Donor-CU2 network. Donor-DU1 is configured for this derivation based on the coordination between Donor-CU1 and Donor-CU2 for F1 transport migration. Donor-DU1 appends the GTP-U and tunnel IP headers to the packet on top of the original IP header.
Note that the destination IP address in the tunnel IP header pertains to the IP address of the Donor-DU2 side of the tunnel.
4. The packet is sent via GTP-U tunnel to Donor-DU2.
5. Depending on whether IP or BAP packets are tunnelled in the DL, the Donor-DU2 handles the DL packet in one of the following ways:
· Option A (IP packets tunnelled in the DL): Donor-DU2 removes the tunnel IP and GTP-U headers, assembles the BAP header, and passes this packet towards the boundary node.
· Option B (BAP packets tunnelled in the DL): Donor-DU2 removes the tunnel IP and GTP-U headers (leaving the packet with the BAP header) and passes this packet towards the boundary node. 
6. The boundary node overwrites BAP header overwriting, as previously agreed for partial migration, and passes the packet towards the destination. 
Handling of UL traffic could be similar to the agreed approach for UL inter-donor re-routing, where IP packets are tunnelled between Donor-DUs.
Proposal 1: To avoid IP address reconfiguration of descendent nodes during inter-donor F1 transport migration, a set of parallel tunnels for inter-donor routing of DL and UL traffic is established between the Donor-DU1 and the Donor-DU2. 
With respect to the two approaches to tunnelling, Option A (IP packet tunnelling in DL) is better aligned with UL inter-donor rerouting, but it requires the Donor-DU2 to be configured for how to derive the BAP headers of DL packets from their IP headers (which pertain to CU1 network). We propose to adopt a working assumption that IP packets are tunnelled in both UL and DL.
Proposal 2: RAN3 to agree on the following WA: to avoid IP address reconfiguration of descendent nodes during inter-donor F1 transport migration, IP DL and UL packets are tunnelled between Donor-DU1 and Donor-DU2.
Proposal 3: Specify the F1AP signalling for:
· Donor-CU1 to configure Donor-DU1 with the map the DL packets to the inter-donor-DU tunnels based on IP header.
· Donor-CU2 to configure Donor-DU2 to derive BAP headers of tunnelled DL packets based on IP headers (pertaining to CU1 IP domain), and to map UL packets to inter-donor-DU tunnels based on IP headers.
Delivery of RRC message to child nodes in intra-donor migration
[bookmark: _In-sequence_SDU_delivery]At the RAN3#114-e meeting, the following was agreed:
WA: Solution 1 for delivery of RRCReconfiguration over the source path in intra-donor migration is agreed. This WA can be revisited if RAN2 raises objections/remarks. 
In our view, the WA should be confirmed. Sol2 has the drawback of having larger RAN2 specification impact compared with the Sol1, since the IAB-MT is affected. For example, an indication of the buffering should be included in the RRCReconfiguration message, indicating whether the message shall be stored. Additionally, it should be allocated a new UE/MT variable in RRC specification that allows to store the received configuration that should be executed when the parent migrates. Also, new procedures should be included in the RRC specification to handle the scenarios in which the stored RRCReconfiguration message should be deleted. Finally, a BAP-level indication is needed for the parent node to indicate to the child node that the configuration can be activated.
On the other hand, Sol1 has the advantage of being transparent with respect to RRC, since only the IAB-DU is impacted. Most important, the solution 1 has the advantage that it can be applicable also to the case of inter-donor full migration (which may happen in Rel-18). In that case, the RRCReconfiguration message may also include new security keys to be adopted by UEs. Such RRCReconfiguration message may be delivered to UEs by the access node at migration without impact the UE implementation. Sol2, on the other hand, would not be directly applicable to UEs, because the stored RRCReconfiguration message is executed only when a BAP indication is received, but the UEs cannot comprehend BAP signalling.
Observation 2: The Sol1 that RAN3 has taken as working assumption impacts neither RRC nor BAP specification, and it can be applicable without impacting UE implementation.
Proposal 4: Confirm the WA stating that Sol1 is used for the delivery of RRCReconfiguration over the source path in intra-donor migration.
For the Sol1, some companies argued that there might be problems in case the Donor-CU generates a new RRCReconfiguration message for the child IAB node after the previous RRCReconfiguration message was stored by the parent IAB node. If the stored RRCReconfiguration message is not delivered to the child by the parent IAB node before the newly generated RRCReconfiguration message, there would be a gap in the PDCP SN that may stall the PDCP of the child IAB node, i.e., the child IAB node cannot deliver the newly received RRC message if it is not received the one before. However, we note that this situation might be quite uncommon, since an IAB node is a static node that should not be reconfigured very often. Anyway, even if this situation happens there might be ways for the implementation to solve this problem. The Donor-CU is aware that there is a message with a certain PDCP SN intended for the child node stored at the parent node. Hence, when a new message is generated, the Donor-CU may replace the previous message with the new message and indicate to the parent IAB node to delete the stored RRCReconfiguration message. In other words, we think that the issue can be addressed by network implementation.
Given the above considerations, we propose the following:
Proposal 5: The potential issue of Sol1 at the PDCP layer of the child IAB node is addressed by network implementation.
In case Sol1 is adopted, an explicit indication is needed in the F1AP message carrying the RRCReconfiguration message that the receiving IAB-DU should withhold the message towards the child.
Proposal 6: Specify an explicit indication in UA F1AP message pertaining to the migrating IAB-MT, to enable the parent IAB-DU to withhold the RRC message therein.
Conclusion
This paper discusses the reduction of service interruption in inter- and intra-donor migration. The following is observed and proposed:
Observation 1: The solution agreed for inter-donor UL re-routing, i.e., inter-donor-DU tunnel, can be the basis for the inter-donor routing, on both UL and DL.
Proposal 1: To avoid IP address reconfiguration of descendent nodes during inter-donor F1 transport migration, a set of parallel tunnels for inter-donor routing of DL and UL traffic is established between the Donor-DU1 and the Donor-DU2. 
Proposal 2: RAN3 to agree on the following WA: to avoid IP address reconfiguration of descendent nodes during inter-donor F1 transport migration, IP DL and UL packets are tunnelled between Donor-DU1 and Donor-DU2.
Proposal 3: Specify the F1AP signalling for:
· Donor-CU1 to configure Donor-DU1 with the map the DL packets to the inter-donor-DU tunnels based on IP header.
· Donor-CU2 to configure Donor-DU2 to derive BAP headers of tunnelled DL packets based on IP headers (pertaining to CU1 IP domain), and to map UL packets to inter-donor-DU tunnels based on IP headers.
Observation 2: The Sol1 that RAN3 has taken as working assumption impacts neither RRC nor BAP specification, and it can be applicable without impacting UE implementation.
Proposal 4: Confirm the WA stating that Sol1 is used for the delivery of RRCReconfiguration over the source path in intra-donor migration.
Proposal 5: The potential issue of Sol1 at the PDCP layer of the child IAB node is addressed by network implementation.
Proposal 6: Specify an explicit indication in UA F1AP message pertaining to the migrating IAB-MT, to enable the parent IAB-DU to withhold the RRC message therein.
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