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CB: # AIRAN3_ES
- Discuss the solution, input/output, standard impacts, and remove FFS
- Update the flowchart if agreeable
- Capture agreements and open issues, provide TP if agreeable
(Intel - moderator)
Summary of offline disc
Two phases of this email discussion:
· Phase 1 Deadline: 23:59UTC, Wednesday, 19th Jan.
· [bookmark: _Hlk93327587]Phase 2 Deadline: 9:00UTC, Friday, 21st Jan. (4h before online session starts), we will try to come up with agreeable TP in the 2nd phase discussion before online session.

For the Chairman’s Notes
For Chair’s Note:
Proposal 1: Model Inference to be deployed at gNB-DU for CU-DU split architecture for AI/ML-based energy saving use case is not considered in this release.
Proposal 3: How to handle OAM policy when training and inference at NG-RAN is up to implementation in this release.
Proposal 5-1: RAN3 considers the following as some of possible Energy saving strategies that may be supported by implementation without standard impact:
1. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
Proposal 5-2: FFS Validity time of the predicted energy saving decisions to be considered as output for AI/ML based network energy saving use case.
Proposal 8: Discussion of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.
Proposal 9: Agree TP R3-221152 on AI/ML based energy saving use case.

Following with full list of proposals as output of CB: #AIRAN3_ES:
Proposal 1: Model Inference to be deployed at gNB-DU for CU-DU split architecture for AI/ML-based energy saving use case is not considered in this release.
Proposal 2: Remove “Editor’s Notes: FFS on data collection” under Section 5.1.2.2 in the TP.
Proposal 3: How to handle OAM policy when training and inference at NG-RAN is up to implementation in this release. 
Proposal 4: Following information is considered as input for AI/ML based network energy saving use case:
· Current energy saving status (from neighboring NG-RAN node)
· Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons (from neighboring NG-RAN node)
· (update of existing agreed input in the TP) Existing UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements.
Proposal 5-1: RAN3 considers the following as some of possible Energy saving strategies that may be supported by implementation without standard impact:
1. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
Proposal 5-2: FFS Validity time of the predicted energy saving decisions to be considered as output for AI/ML based network energy saving use case.
Proposal 6: Following information is considered as feedback for AI/ML based network energy saving use case:
· Resource status of neighboring NG-RAN node 
· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency
· System KPI (e.g. throughput, delay, RLF of current and neighboring NG-RAN node)
Proposal 7: Following standard impact over Xn interface is be captured in the TR:
	Xn interface impact:
· New signaling procedure or enhanced existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signaling procedure or enhanced existing procedure to retrieve feedback information


Proposal 8: Discussion of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.
Proposal 9: Agree TP R3-221152 on AI/ML based energy saving use case.
Discussion (phase 2)
During phase 1 email discussion, “Accept/reject of energy saving strategies” is discussed as input for AI/ML based energy saving use case. Majority companies think the energy saving strategies is decided by local NG-RAN node itself. It should not be rejected by neighboring node, as the source NG-RAN node is switched off. However, companies explained that it is not proposing to condition the decisions solely involving a single RAN node. Namely, a RAN node is free to power off a cell, if it wants to. However, if the energy saving decision is only to offload a certain number of UEs to a neighboring RAN node, then the neighboring RAN needs to be able to reject that action, if the result is a worst energy efficiency at the target RAN.
Based on above, moderator further update the proposed input as below:
· Accept/reject of handed-over UEs 
Q1: Companies are invited to provide their views and updated wording of this input.
	Company
	Agree/Disagree
	Comments/update wording

	Deutsche Telekom
	Depends
	This use case needs more differentiation. A RAN node should be free to switch off cells if there is no or minimum traffic load and connected UEs can be shifted to other cells in the same area under its responsibility (e.g. from a booster cell in FR2 to a coverage cell in FR1). 
If the cell where the load (UEs) is to be shifted to is under responsibility of another node, there is a need for a coordination between the nodes to achieve a “global” energy saving and not only a local one. Either the source node has sufficient information about the status of the target node available (and vice versa) to allow an appropriate decision for UE handover or the target node should be in a position to reject the UEs if such process would endanger its own energy saving strategy.

	Samsung
	Agree but rewording is needed
	As it is the plan to offload a certain number of UEs to a neighboring RAN node, it is not handed-over UEs. Suggest to reword it as “Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node”.
It is beneficial for nodes to negotiate with each other about offloading plan in advance to avoid local overload and handover ping-pong.

	Qualcomm
	Agree
	I assume this is already supported by handover procedure. A target gNB can reject a handover request.

	FUTUREWEI
	Agree
	We are ok that the neighboring RAN could reject the handed-over UEs with the same understanding as Qualcomm, while the (source) NG-RAN node still can switch off based on its decision.

	NEC
	Agree
	Negotiations between NG-RAN nodes could be beneficial.

	Nokia
	Agree but
	[bookmark: _Hlk93586674]A capacity cell is free to switch off by itself and the assumption should be that it is good for the overall energy efficiency when such decision is taken. The capacity cell is aware of the load/energy efficiency of candidate targets. So it seems to us that once a capacity cell initiates a switching-off decision and offloading of certain UEs to a Target, the Target should not have any reasons to reject the switch off (though it is still able to do so). To our understanding this is current network operation, so we don’t need to capture something.

	Ericsson
	Agree with rewording
	We share the views of DT and Samsung and we are fine to the rewording from Samsung with one detail:
“Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons”
As DT explained, a node may decide to offload some traffic to achieve better energy efficiency, but this decision needs to take into account the energy status of the target node. The action of rejection should not occur at HO preparation, because it is not understandable, during a UE-associated HO preparation, what is the amount of traffic the source wants to offload. For that we believe that a negotiation between source and target concerning the offloading action is beneficial


Moderator’s summary:
All companies agree the negotiation between source and target cell for offloading action is beneficial. With that, Proposal 4 is updated as below:
Proposal 4: Following information is considered as input for AI/ML based network energy saving use case:
· Current energy saving status (from neighboring NG-RAN node)
· Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons (from neighboring NG-RAN node)
· (update of existing agreed input in the TP) Existing UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements.
Q2: Companies are invited to provide their views on the draft TP.
	Company
	Comments and Suggestions

	Deutsche Telekom
	On Sec. 5.1.2.6:
- System KPI, i.e. resource status …   “i.e.” or “e.g.”? Is the resource status the only system KPI?

	Samsung
	For section 5.1.2.2: 
The inference input data is the subset of training data. As there is input data from NG-RAN node 2 for model inference, the input data from NG-RAN node 2 for model training is also needed. 
For section 5.1.2.3:
Same reason as 5.1.2.2. The input data from NG-RAN node 2 for model training is also needed.
For section 5.1.2.6:
Resource status of neighboring NG-RAN node is clear enough. No need to add system KPI. 
If there is other KPI needed based on further discussion, we can add it later.

	Qualcomm
	Agree with DT. The bullet of system KPI should be updated.
The system KPI includes the performance statistics like: throughput, delay, RLF, power efficiency etc, refer to TS28.552. The resource status is mainly for load status, refer to “Report Characteristics” in XnAP RESOURCE STATUS REQUEST message. They are different things, and should not be merged. Proposal 6 should be updated too. You can take the LB CB as reference:
Proposal 7:  System KPIs (e.g., throughput, delay, RLF of current and neighbors) could be adopted as feedback information.


	NEC
	1. Agree with the need to update system KPIs / system performance metrics sentence to make it more general.
2. “Accept/reject of energy saving strategies” should be captured in the Standard Impact as, for example, “- New signaling procedure or enhanced existing procedure for negotiation between NG-RAN nodes regarding, e.g., number of UEs to be offloaded.”

	Nokia
	We do not support proposal 2 (and the relevant NOTE in the TP):
Proposal 2: Data collection is at NG-RAN node when both model training and model inference are only located in NG-RAN node, in the case of OAM not responsible for model training. Remove “Editor’s Notes: FFS on data collection” under Section 5.1.2.2 in the TP.
Why do we need to pose this restriction? Data Collection is a logical entity, it can be in the RAN or OAM. Even if training happens in the RAN, it may still be useful for OAM to receive this data for subsequent Training actions of other use cases.    
We also don’t support proposal 5 (and the relevant text in the TP in section 5.1.2.5):
Proposal 5: Following information is considered as output for AI/ML based network energy saving use case:
· Energy saving strategies which can be supported by implementation without standard impact:
· Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
· Validity time (i.e. the time period of the predicted energy saving decisions)
What would be the point to introduce those strategies to the standard if they are implementation specific? Also with respect to validity time, the benefits of introducing it are unclear.
Also, thinking further on Proposal 7, do we really need to capture standards impacts at the SI phase? 
Proposal 7: Following standard impact over Xn interface is be captured in the TR:
	Xn interface impact:
· New signaling procedure or enhanced existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signaling procedure or enhanced existing procedure to retrieve feedback information



Won’t those impacts become more obvious during the WI phase when solutions are in place?
Finally we do not support Proposal 8, it could be discussed again in Rel.18 with the necessary details:
Proposal 8: Details of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.
If we took this agreement, it would have been as if we have already recognized the need of handling feedback from RRC_Inactive/Idle UEs and we just leave the details of the procedure to Rel.18. But this is not our current understanding. 
Finally, we are not sure about the correlation between system KPIs and Resource Status. The original question was on whether we agree to sending system KPIs for feedback e.g., throughput, delay, RLF information, but this is not related to load provided by resource status.

	Ericsson
	We do not support and do not understand the reason for Proposal 2.
We propose to remove the “e.g. from the input “Current energy saving status”. Literally, cell activation/deactivation is not an energy status…
We do not support the following output:
· Energy saving strategies which can be supported by implementation without standard impact:
· Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
If this is up to implementation and not to be signalled over open interfaces then no need to describe it in the standard
We do not agree with the inclusion of the validity time and we do not understand the description in the TP:
the time period of the predicted energy saving decisions
a decision is taken at the time when it is needed. A decision does not have a validity time, as it is of course valid in the moment it is taken


Moderator’s Summary:
For proposal 2, as the main goal is to discuss whether to keep Editor Notes with FFS in the TP, moderator proposes to update Proposal 2 as below:
 Proposal 2: Remove “Editor’s Notes: FFS on data collection” under Section 5.1.2.2 in the TP.
For proposal 6, as commented by DT, SS, QC, Nokia, system KPI may be independent from resource status. Moderator proposes to update Proposal 6 as below:
Proposal 6: Following information is considered as feedback for AI/ML based network energy saving use case:
· Resource status of neighboring NG-RAN node 
· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency
· System KPI (e.g. throughput, delay, RLF of current and neighboring NG-RAN node)
For proposal 8, for clarification the related discussion of request-response mechanism and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI, moderator proposes to update Proposal 8 as below:
Proposal 8: Discussion of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.
For proposal 5-1, as companies main concern is those implementation output do not need to be captured in the standards, to avoid duplicated discussion, moderator suggests keeping the proposal from technical point of view, while not capturing that information in the TP. With that, Proposal 5 is updated as below:
Proposal 5-1: RAN3 considers the following as some of possible Energy saving strategies that may be supported by implementation without standard impact:
11. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
Proposal 5-2: FFS Validity time of the predicted energy saving decisions to be considered as output for AI/ML based network energy saving use case.
For Nokia’s comment on Proposal 7, as the outcome from CB # AIRAN1_General, all companies agree that RAN3 should focus on standard impact during the last two meetings. Moderator believes it would be beneficial to conclude this SI in next meeting, as well as provide more information for Rel-18 WI. Therefore, Proposal 7 will not be updated.
Discussion
Deployment Scenario
Model Inference for CU-DU split architecture
For CU-DU split architecture, it is proposed in [1] [8] to deploy model inference at gNB-DU, and model training at gNB-CU. This kind of deployment is beneficial for finer granularity of on/off and lower layer-based energy saving strategy, as model inference in CU may be too slow.
Q1: Companies are invited to provide their views on whether Model Inference can be deployed at gNB-DU for CU-DU split architecture. 
	Company
	Agree/Disagree
	Comments

	Nokia
	Disagree
	Introducing AI/ML in the energy saving use case is already a challenging task. So, we support to initially consider simple energy saving schemes (e.g., related to cell switch on/off decisions) and not complicate our study with complex physical-layer schemes. Thus we do not support inference in the gNB-DU which would enable predictions in the physical layer.

	Samsung
	Partly disagree
	We’d better to start with cell activation/deactivation. For the other granularity can be discussed later. So at this stage, we’d better to not put inference at DU for finer granularity of on/off and lower layer-based energy saving strategy.
But for the resource status prediction, DU can do the inference to predict resource status of DU side.

	Huawei
	Disagree
	We think this would introduce significant spec impacts, at least for the three agreed use cases.

	NEC
	
	It may be beneficial to additionally consider such deployment scenario.

	CTC
	Agree
	Model inference at gNB-CU should be supported, otherwise in some cases, the input must be transmitted to CU for making predictions or strategies, which causes unnecessary waste of radio resources and the time delay. 

	Lenovo, Motorola Mobility
	Agree
	

	Ericsson
	Disagree
	We believe that for the time being inference at the gNB-CU is sufficient. Energy saving actions depend on mobility and on the knowledge of e.g. other frequency layers availability. The gNB-CU is aware of all these factors and can perform inference in a more exhaustive way.

	ZTE
	Partly agree
	AI/ML based Energy Saving is a system-level optimization case, and we see that the output of Energy Saving include energy saving strategy, handover strategy, etc., so we don’t recommend to put ML inference into DU in the case of Energy Saving.
But if we consider load prediction, we support DU can perform the Model inference. Share same view as Samsung.

	Deutsche Telekom
	Disagree
	We should initially focus on energy saving scenarios which see the gNB-CU as possible location for Model Inference function. Extensions involving also the gNB-DU can be considered in a later step (next release).

	Futurewei
	Disagree
	We should focus on the CU as the place for model inference at this stage.

	Intel
	Agree
	

	Qualcomm
	Agree
	CU only inference cannot support very dynamic ES strategy. Inference in DU can also provide more resource prediction information to CU.



Moderator’s summary
12 companies participated. 5/12 companies agree that Model Inference can be deployed at gNB-DU, considering it is a beneficial scenario, which can also save radio resources and time delay without transmitting inputs to CU for making predictions or strategies. However, 2/11 companies think that deploying Model Inference at gNB-DU is only suitable for load prediction/resource status prediction, rather than for energy saving use case. 5/12 companies disagree to deploy Model Inference at gNB-DU for following reasons:
· Focus on model inference at gNB-CU at this stage/release, extensions involving gNB-DU can be considered in next release
· Energy saving actions depend on mobility and on the knowledge of e.g. other frequency layers availability, which provide gNB-CU more information and can perform inference in a more exhaustive way
· Huge specification impact and introducing complexity to physical layer schemes
Based on above summary, moderator proposes:
[bookmark: P1]Proposal 1: Model Inference to be deployed at gNB-DU for CU-DU split architecture for AI/ML-based energy saving use case is not considered in this release.

Data Collection for Model Training and Inference at NG-RAN
Data collection for model training and inference at NG-RAN is now FFS.
[3] proposed that data collection should be maintained at NG-RAN node and not need to be forwarded to OAM when model training is located in NG-RAN. 
Q2: Companies are invited to provide their views on whether data collection is at NG-RAN node when both model training and model inference are located in NG-RAN node. 
	Company
	Agree/Disagree
	Comments and Suggestions

	Nokia
	Disagree
	It is possible that there are multiple instances of ML Models available in RAN and OAM. By not forwarding data to OAM when model training and model inference is in the RAN, we prohibit the possibility that an ML Model in the OAM (re)uses the same data for training with an ML Model in the RAN. We should not place such restrictions. 

	Samsung
	Depend on case
	For training at OAM first and then at RAN, training data should be also available at OAM. 
For training at RAN only, there is no need to forward the training data to OAM.

	Huawei
	Disagree
	OAM may use the same data for training/update an ML model in the RAN.

	NEC
	Agree
	This looks logical to collect training data directly in NG-RAN node if Model Training is deployed in NG-RAN node.

	CTC
	Yes, but
	The proposal may need to clarify detailed scenarios, depending on whether OAM is responsible for overall model training and inference. For example, in distributed AI/ML scenarios, both NG-RAN and OAM deploy the model training functionality, and OAM requires data from each network node to train a more accurate model.

	CMCC
	Disagree
	ML Model in the OAM (re)uses the same data for training with an ML Model in the RAN.

	Lenovo, Motorola Mobility
	Yes with comment
	Yes, if OAM is not involved in the model training. 

	Ericsson
	Disagree
	We do not see the point of this question. From a standard point of view we will have to specify mechanisms where training data are forwarded to both the RAN and OAM. Does it make a difference from specification point of view to e.g. forbid that training data are not forwarded to the OAM if training is at the RAN? In any case, this restriction is not needed, as OAM may benefit from receiving training data

	ZTE
	Partly agree
	Data collection is at NG-RAN node when both model training and model inference are located in NG-RAN node, in the case of OAM not responsible for model training.

	Deutsche Telekom
	Yes, but …
	If for a certain use case (initial) offline model training (incl. testing & validation) is within the NG-RAN, also the Data Collection function can be fully part of NG-RAN. If (initial) offline training is in OAM, and only online training during Model Inference function run time is placed in the NG-RAN, then also OAM domain has to be considered for an instance of the Data Collection function.

	Futurewei
	Agree, but…
	When both model training and model inference are located in NG-RAN node, the OAM should be out of picture for this implementation option. 
[3] says “it is proposed that the collected data for model training will not be forwarded to OAM if model training is located at NG-RAN.”
Naturally, training data will be sent to where the model training is conducted; in this option, it is the NG-RAN. We don’t see a message flow from NG-RAN to OAM in this implementation option, so we are not sure whether we need to state it in the TR. 

	Intel
	Agree
	When Model Training is deployed at NG-RAN node, to save radio resource and avoid occupying huge bandwidth for data transmission between NG-RAN node and OAM, NG-RAN node can be treated as data collection.
However, if model training deployed in both NG-RAN node and OAM, of course, to support Model Training in OAM, required input data for training needs to be transmitted to OAM. However, this is not the case we propose here.

	Qualcomm
	Disagree
	We don’t need such restriction. It is possible that one model is trained in both OAM and NG-RAN.
But, if we are sure that OAM is not involved in the model training, the data collection can be NG-RAN only.


Moderator’s summary:
13 companies participated. 7/13 companies (including with comment) agreed that Data collection is at NG-RAN node when both model training and model inference are located in NG-RAN node, in the case of OAM not responsible for model training. 6/13 companies disagreed to deploy Data Collection in NG-RAN node considering OAM can use the same data for an AI/ML model in OAM. It is also possible that Model Training is deployed at both OAM and NG-RAN. 
Moderator would like to explain that this is not prohibiting forwarding data to OAM when Model Training at OAM or Model Training at OAM and NG-RAN. From specification point of view, we still need to support the mechanism where training data are forwarded to OAM for the scenario when Model Training is deployed at OAM. This proposal is trying to discuss the FFS captured under Section 5.1.2.2, as discussed in [3]: 
Editor’s Notes: FFS on data collection.
With that, based on above summary and clarification, moderator proposes the following:
[bookmark: P2]Proposal 2: Data collection is at NG-RAN node when both model training and model inference are only located in NG-RAN node, in the case of OAM not responsible for model training. Remove “Editor’s Notes: FFS on data collection” under Section 5.1.2.2 in the TP.

Relationship between OAM and NG-RAN
[7] raises several questions to discuss the relationship between AI/ML model trained at OAM and AI/ML model trained at NG-RAN, including whether both solutions are used, how to consider the relationship between decisions made by OAM and NG-RAN, etc. To avoid conflict decisions between OAM and NG-RAN, it further proposes OAM policies for energy saving may be taken as recommendation (and not as a hard decision), which allows RAN to take intelligent energy saving decisions through AI/ML model trained by itself. 
Q3: Companies are invited to provide their views on whether OAM policies may be taken as recommendation (not hard decision) when training and inference are located at NG-RAN. 
	Company
	Agree/Disagree
	Comments and Suggestions

	Nokia
	Agree
	Currently, OAM provides energy saving policies to RAN to which RAN must adhere. However, if RAN has AI/ML intelligence, it may be in better position to determine the optimal Energy Saving actions for itself. Obeying to OAM instructions on Energy Saving, disables any freedom from RAN to take intelligent decisions through AI/ML since OAM is in control.  

	Samsung
	Disagree
	It depends on the implementation and operators’ policy.

	Huawei
	See comments
	Not sure the intention and benefits. Normally OAM policy serves long term purpose but not for real time usage, then the question comes down to what kind OAM policy is needed for a RAN AI/ML specific purpose, as part of the input for model training, or work together with inference for final decision, or just taken into consideration when perform action, then what are the RAN AI/ML specific impacts here.

	NEC
	
	Our understanding of two deployment scenarios is different deployment options. We are not sure they will be used simultaneously or together to manage the same NG-RAN nodes. More complicated case mentioned in [7] may be considered at the later stages, e.g., in R18 study.

	CTC
	Agree
	OAM has a broader view of network performance, while RAN is more inclined to handle real-time data, it is possible that they can provide different analytic reports for NG-RAN nodes. Since model inference from NG-RAN can provide nodes with more precise decisions, policies from OAM should be considered as recommendations to help improve network performance. 

	CMCC
	Maybe
	Up to implementation or operators’ policy.

	Lenovo, Motorola Mobility
	
	It seems implementation issue. Input from SA5 may be beneficial, we don’t need to conclude in rush. 

	Ericsson 
	Disagree
	The same question could be asked about any SON parameter that can be set by the RAN or by the OAM. E.g. shall the HO trigger point decided by the RAN (via Mobility Setting Change) be overwritten by the HO trigger point configured by the OAM?
In the past, RAN3 discussed this case of priority between centralized vs decentralized solutions and the conclusion was that it is a matter of implementation and configuration. Hence, we would leave the issue to implementation and configuration.

	ZTE
	No
	When training and inference are located at NG-RAN, the output of model inference is real-time decision, but the policy from OAM is a long-term decision, so we don’t see the conflict between them. 

	Deutsche Telekom
	Maybe
	A simple answer as yes or no cannot be given as the there is a strong dependency on considered use cases and how responsibilities are split between different domains. Differentiation could be e.g. between non- and near-real time functions with the first one to be placed in OAM and the second one in NG-RAN. Dependent on such split, specific policies can be triggered by OAM for the near-real time functions in NG-RAN to avoid conflicts between both domains. 

	Futurewei
	Disagree
	This is an implementation issue and does not need to be defined in the standards.

	Intel
	
	We share the same view with CMCC and SS, it is up to implementation how to solve the conflict if there’s any based on operator’s policy.

	Qualcomm
	Disagree
	This should be up to implementation.


Moderator’s Summary:
13 companies participated. 2 companies agree that OAM policies may be taken as recommendation, as RAN is in better position to determine the optimal strategy for itself in real-time, while OAM has a broader view of network performance. 9 companies disagree with following reasons:
· It’s up to implementation or operators’ policy. SON used to have similar discussion on the priority between centralized and decentralized solutions, which was concluded as left to implementation and configuration.
· It is not clear whether two deployment scenarios can be simultaneously deployed or not and how to support simultaneous deployment at this stage. Unclear points may include 1) how to split responsibility between OAM and NG-RAN; 2) how OAM policies/analytics report will impact Model Training/Inference at NG-RAN for final decisions (either part of input or work together with inference or even just for reference), etc. This may also need further input from SA5 in Rel-18 based on their work supporting Model Training in OAM and Model Inference in NG-RAN.
· OAM policy is generated for a long-term decision, which may not conflict with NG-RAN’s real-time decision.
Based on above observation and summary, moderator proposes with followings:
[bookmark: P3]Proposal 3: How to handle OAM policy when training and inference at NG-RAN is up to implementation in this release. 

Input
Following information as input for AI/ML based network energy saving use case are summarized based on contributions:
	Source
	Proposed Output
	Proponent
	Supporting Reasons

	UE 
	1. UE energy efficiency
	[2]
	AI/ML based energy saving solution which would degrade UE energy performance is not a good solution. It is proposed to learn how certain strategies affects the UE energy consumption

	
	2. Cell level and beam level UE measurements
	[10]
	Beneficial for the decision of the energy saving decisions, i.e. handover UE to the proper target cell

	
	3. UE traffic prediction, e.g. predicted UL data rate
	[10]
	To assist energy saving strategy

	
	4. QoS requirement
	[10]
	To avoid energy saving solution deteriorate UE’s QoS performance

	Neighbor NG-RAN node
	5. Accept/reject of energy saving strategies
	[2]
	To ensure that the selected strategy is not causing a large negative impact on the neighbor NG-RAN node

	
	6. Current energy saving status (e.g. cells’ activation/deactivation)
	[2]
	

	
	7. Past handover performance information
	[4] [8]
	

	
	8. Mobility management data/unintended events (e.g. rate of successful handover executions)
	[2] [8]
	Help to prevent, for example, system-level energy efficiency, inefficient traffic offloading for energy saving, and consecutive energy saving actions (ping-pong or cascading effects).


Q4: Companies are invited to provide their views on whether the above input information listed could be used for AI/ML-based Network Energy Saving. 
	Company
	Supported Input
	Comment

	Nokia
	2,4,6: OK
	1: Not OK. The use case is on AI/ML network energy saving. In our view, it should not consider the UE related energy consumption.
3: Not OK. If a UE provides traffic predictions to the network, one may assume that UE is able to run Model Inference. The scope of the study is on introducing AI/ML in the RAN, which precludes the UE in our view.
5: Not OK. A node should be able to decide its own energy saving decisions as in current network operation. Introducing AI/ML in the RAN does not justify such fundamental changes in existing network operation related to energy saving strategies. 
7: Not OK. We do not understand how past handover performance information can help network energy efficiency. Besides, isn’t this information already learnt in the past? 
8: Not OK. It is not clear why we need to define such unintended events. System level energy efficiency is of course important and could be considered anyway as normal network monitoring, without the need to be defined as an unintended event. Same is true for inefficient traffic offloading though we don’t see it as a problem of “selecting” wrong UEs but of switching-off the wrong cell. So it would just be a matter of selecting a better cell switch off policy. Cascading effects could be avoided with proper OAM control.

	Apple
	
	1 - disagree
This should be discussed in RAN2.
2 – maybe
Is it about the existing measurements (in which case, obviously, they can be used) or something new?
3 - disagree
This should be discussed in RAN2.
4 – not clear
What QoS information NG-RAN can receive from a UE which it doesn’t know already?

	Samsung
	OK for 6, 7
	For 1, UE energy efficiency is related to the user behavior. Different behavior leads to different energy efficiency. For example, user A watches live stream during the day time, while user B uses phone for call only. The energy efficiency is not same. It is not related to the network optimization directly.
For 2, current UE measurement is for cell level. More clarification is needed for the reason of benefit of beam level UE measurement.
For 3, it is better to not involve UE inference at current stage.
For 4, it seems that node already has QoS requirement for the UE.
For 5, it needs to define the energy saving strategy. If a node intends to switch off, a neighbor node can not reject the decision of the node. But if the energy saving strategy here is to transfer the load to other node, it is reasonable for neighbor node to not accept the transfer decision. So this one needs further clarification.
For 8, the energy efficiency and resource status of neighbor cell can help to do the energy saving decision to realize the system level energy efficiency. The mobility management data/unintended events is related to multiple factors such as HO timing decision in mobility optimization. So it seems there is no need to involve this input.

	Huawei
	3, 8: OK.
Not to others.
	1: The use case is network energy saving, but not UE related energy consumption.
2: It was already there in current TR: UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
4: The QoS requirement should be determined by the network, e.g., using the QoS parameters provided by the SMF.
5: The NG-RAN node should be able to decide its own energy saving decisions by itself.
6: The NG-RAN node already knows whether its neighbor cell is active or deactive.
7: It does not justify how past handover performance information impact the network energy saving.

	CTC
	Agree 1, 2, 3, 4, 6, 7, 8
	5: The energy saving decisions should be made by local NG-RAN node according to the analytic report that has already taken considerations of neighboring nodes’ conditions.  

	CMCC
	OK for 2,3,4,6
	

	Lenovo, Motorola Mobility
	2, 5, 6

	3 requires AI capability for UE
7, 8 look more like feedback instead of input

	Ericsson
	1, 2, 5, 6, 
	Clarification on 1, 2, 5:
In 1 we are proposing to have an understanding of how an energy saving decision impacts the UE. This may be used as input or not, but it is undeniable that an Energy Saving decision that improves the network energy efficiency but totally deteriorates the UE´s energy efficiency is not a good solution, so how to make sure this does not happen?
We assume that 2 are existing measurements
In 5 we are not proposing to condition the decisions solely involving a single RAN node. Namely, a RAN node is free to power off a cell, if it wants to. However, if the energy saving decision is to offload a certain number of UEs to a neighbour RAN node, then the neighbour RAN needs to be able to reject that action, if the result is a worst energy efficiency at the target RAN

3. We agree with Nokia
4. We do not understand the rationale, plus QoS parameters should be known by RAN already
7 and 8, we do not understand the benefit of these inputs.

	ZTE
	6
	1: Disagree. We should focus on the network energy saving rather UE energy efficiency.
2: Disagree. Cell level UE measurement was agreed.
3: Disagree. The AI capability of UE is not considered in RAN3 SI.
5: Disagree. The predicted energy saving strategy should be decided by NG-RAN node itself.

	Futurewei
	5, but…

	Supported items:
5: The shielding capability seems necessary. However, NG-RAN2 can simply reject UE handover requests from NG-RAN1 using existing mechanism instead of rejecting the ES strategy from NG-RAN1.

Not supported items:
1: The issue of UE energy efficiency is secondary as the goal here is to enhance network energy saving. Suggest this to be FFS.
2: Not sure how much beam-level UE measurement will help to choose the target cell. A target cell may be more reliably predicted based on a UE’s trajectory and location information, which has already been accepted as an input.
3: In general, the traffic load information will help to make a better ES decision. But this has been reflected in the input information “Current/Predicted resource status” from the local node. There is no need to differentiate UL and DL traffic.
4: A UE’s QoS requirement should have been made clear when it associated with a NG-RAN node. Therefore, there is no need to collect this information.
6: We don’t understand how this status will help; when a neighboring cell is deactivated, it is not able to provide status.
7: This should be a feedback message that is exchanged after each handover. It should not be an input.
8: The “mobility management” mentioned in [8] has the same purpose of Item 7, which should be a feedback message. The “unintended events” mentioned in [2] is not considered an input in the proposal; it is listed separately. It was not which entity will handle the message.

	Intel
	2/6
	For 1, we share the same view that UE energy consumption and efficiency is not considered as optimization goal of AI/ML based energy saving use case.
For 3, we don’t consider AI/ML capability at UE side in Rel-17 RAN3 SI.
For 4, we think all QoS information is already known by the network. 
For 5, we think it’s more like the feedback, rather than input.
For 7, is this handover performance based on energy saving? We think handover performance information of the handed-over UE can be considered as feedback, but not including all past UE’s performance as input.
For 8, it is possible that those unintended events are not triggered by network energy saving decisions. Including those information may bring redundant information to AI/ML model, which may lead to inaccurate model training.

	Qualcomm
	2, 4, 6: OK
	1: Disagree
This use case is for network energy saving, not for UE energy saving
2, 4: assume they are based on existing MDT/SON.


Moderator’s Summary:
	Source
	Proposed Output
	No. of Supporting Company
	Not supporting reasons

	UE 
	1. UE energy efficiency
	2/12
	1. The use case is network energy saving, UE related energy consumption should not be considered. 
2. up to RAN2

	
	2. Cell level and beam level UE measurements
	6/12
	Already shown in the TR as:
UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc).

	
	3. UE traffic prediction, e.g. predicted UL data rate
	3/12
	AI/ML capability at UE side is not considered in this SI scope.
	

	
	4. QoS requirement
	4/12
	Network already has the QoS requirement information for the UE.

	Neighbor NG-RAN node
	5. Accept/reject of energy saving strategies
	3/12
	1. Need to be consistent with current network operation. The neighbouring node cannot reject decision by the source node if it’s going to switch off.


	
	6. Current energy saving status (e.g. cells’ activation/deactivation)
	8/12
	The NG-RAN node already knows whether its neighbor cell is active or deactive.


	
	7. Past handover performance information
	2/12
	It’s considered as the feedback information for the handed-over UE.

	
	8. Mobility management data/unintended events (e.g. rate of successful handover executions)
	2/12
	Mobility management data/unintended events are related to many factors, not only for energy saving.


Moderator would like to clarify that “2. Cell level and beam level UE measurements” are based on existing measurement (i.e. no new measurement is introduced).
Ericsson further clarifies that 5 is for the scenario when the energy saving decision is to offload a certain number of UEs to a neighbour RAN node, then the neighbour RAN needs to be able to reject that action, if the result is a worst energy efficiency at the target RAN. Samsung thinks it’s reasonable while need further clarification. Moderator suggests to discuss this input separately in phase 2 to check if more companies could accept the clarification for this input.
Based on above summary, moderator proposes to agree on the inputs with more than half (including half) supporting companies:
[bookmark: P4]Proposal 4: Following information is considered as input for AI/ML based network energy saving use case:
· Current energy saving status (e.g. cells’ activation/deactivation)
· (update of existing agreed input in the TP) Existing UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements.

Output
Following information as output for AI/ML based network energy saving use case are summarized based on contributions:
	Proposed Output
	Proponent
	Supporting Reasons

	1. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc
	[1] [3] [8] [10]
	An active cell can support finer granularity of on/off

	2. Update of SSB periodicity, DTX, DRX, SIB block periodicity
	[3]
	There’s not harm for TP to capture some implementation-based solution by updating system configuration. 

	3. Coverage and capacity optimization (CCO)
	[1]
	Network energy can be reduced by modifying coverage of the cell

	4. Resource coordination
	[1]
	Radio interference can reduce system efficiency and increase network power consumption.

	5. Validity time
	Yes: [3] [4] [10] [12]

	1) The validity time is used to indicate how long the predicted energy saving strategy will continue based on predicted traffic status in future, or the best time period of the inference result
2) To avoid making/receiving another energy saving strategy decision frequently and predict for its own strategy at local and neighbor NG-RAN nodes.
3) It can also provide operator an option to configure energy saving strategy not only based on activation/deactivation mechanism

	
	No: [2] [11]
	It’s unclear how to define validity time before the exact output is defined.

	6. Confidence level of AI/ML model or accuracy of predicted energy saving decision
	Yes: [3] [12]

	To avoid negative performance impact, neighbor node can decide whether to trust the outcome of ML model or not.
Low accuracy results can just be used as reference.

	
	No: [2] [11]
	Unclear about the definition


Q5: Companies are invited to provide their views on whether the above output information listed could be used for AI/ML-based Network Energy Saving. 
	Company
	Supported Output
	Comment

	Nokia
	2 (update of SSB periodicity only): OK
	1, 2(DTX, DRX, SIB block periodicity), 3, 4 not OK. In our view, we should keep physical layer complexity at a reasonable level in order to focus on the already complex AI/ML introduction in the energy saving use case. Therefore, we believe we should focus on simpler energy saving decisions such as cell switch on/off actions or updating SSB periodicity. Furthermore, a lot of those physical layer actions seem to be implementation specific e.g., symbol or slot switch-off are internal actions in a DU not to be specified.
5: Not OK. We cannot see how a node can use validity time for the energy saving use case. What can a node do with the information that an energy saving action at a neighbour will continue for a certain period of time?  
6: Not OK. Accuracy metrics are evaluated based on test/observed data. Accuracy doesn’t say anything about how accurate the model is with respect to real data. Same is true for the confidence level. What could a node possibly do with information received from a neighbour when the latter indicates that it will switch off a cell with a probability 60% and confidence level 95%?

	Samsung
	OK for 5,6
	For 1 and 2, we’d better start with cell activation/deactivation. For the other granularity can be discussed later.  
For 3, the current energy saving is to switch on/off without coverage change. The CCO is another use case. We’d better not to mix them up.
For 4, the radio resource coordination is physical-layer related. We’d better start with cell activation/deactivation.

	Huawei
	Not to all.
	1,2,3,4: We should focus on the simpler energy saving decisions, e.g. cell switch on/off. In addition, many proposed physical layer actions proposed are implementation specific.
5,6: It is unclear about the definition and how to use them.

	CTC
	Agree 1, 2, 3, 5
	4: Unclear about the definition. 
6: These metrics can be treated as feedback information for training a better model, we don’t see its necessities as output for implementation.

	CMCC
	OK for 1 and 5
	Finer granularities have been supported in LTE.

	Lenovo, Motorola Mobility
	1, 5
	

	Ericsson
	No to All
	We would like to first of all remind that we have an already extensive set of outputs for this use case, which is already complex enough to handle.
2. This level of granularity was already discussed in Inter system energy saving (part of SON/MDT) and it was decided that these mechanisms are up to implementation. Note that any energy saving change that results in cell configuration change is signalled via serving cell information updates.
3. Same as for 1.
4. CCO is a different use case, not to be mixed here. CCO has so far not been defined as a solution for energy saving
5. Not sure how this can benefit energy saving
6. And 6. We explained in [2] why these are not needed.

	ZTE
	Agree 1
	5- We don’t see the benefit of validity time and don’t how define the validity time.

	Futurewei
	None listed above.
	Not supported items
1. These strategies have not been carefully studied and defined so we prefer to postpone them to the later projects.
2. Same reasons as Item 1, we prefer to focusing on cell activation/deactivation until other strategies are studied and defined.
3. Again, this is another strategy that has not been studied.
4. This should be for FFS in future projects.
5. The reason has been given by [2] and [11].
6. The confidence level has not been studied and defined.

	Intel
	1/2/5/6
	

	Qualcomm
	1, 3, 4, 6
	


Moderator’s Summary:
	Proposed Output
	No. of Supporting Company
	Not supporting reasons

	1. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc
	6/11
	1. keep simple for physical layer complexity and focus on simpler decisions.
2. some are implementation specific e.g. symbol/slot switch-off

	2. Update of SSB periodicity, DTX, DRX, SIB block periodicity
	1 (only for SSB periodicity) + 2/11
	

	3. Coverage and capacity optimization (CCO)
	2/11
	It’s a different use case

	4. Resource coordination
	1/11
	

	5. Validity time
	5/11
	1. unclear about the definition and usage

	
	
	

	6. Confidence level of AI/ML model or accuracy of predicted energy saving decision
	3/11
	1. to be treated as feedback information for training, not necessary as output for action

	
	
	


For 1, some companies explain that finer granularity has been supported since LTE, while others think it’s implementation specific. Moderator suggests a compromise solution by capturing those finer granularities in the TP, while stating those outputs are left to implementation with no standard impact. This can provide readers of the TP more information, but not impacting standardization work Rel-18 WI.
For 5, validity time has been discussed for many times, while companies still argue that it’s not clearly defined or not clear about the usage. Moderator would like to point out that the definition and usage is summarized based on companies’ contributions in the table above (coped below as well).
1) The validity time is used to indicate how long the predicted energy saving strategy will continue based on predicted traffic status in future, or the best time period of the inference result
2) To avoid making/receiving another energy saving strategy decision frequently and predict for its own strategy at local and neighbor NG-RAN nodes.
3) It can also provide operator an option to configure energy saving strategy not only based on activation/deactivation mechanism
Based on above summary, moderator proposes to agree on the outputs with more than half (including half) supporting companies:
[bookmark: P5]Proposal 5: Following information is considered as output for AI/ML based network energy saving use case:
· Energy saving strategies which can be supported by implementation without standard impact:
· Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
· Validity time (i.e. the time period of the predicted energy saving decisions)

Feedback
Following information as feedback for AI/ML based network energy saving use case are summarized based on contributions:
	Proposed Feedback
	Proponent
	Supporting Reasons

	1. System KPI (e.g. throughput, delay, RLF of current and neighbors)
	[1]
	Reducing energy consumption may impact system performance, as it’s usually a tradeoff between energy consumption and system performance.

	2. Cell energy efficiency gain (instead of energy efficiency in TP)
	Yes: [2] [5]

	1) To represent the delta (positive or negative) as a percentage change with respect to the energy levels monitored in a previous measurement period.
2) more suitable for system containing devices from different vendors for cross-platform comparison

	
	No: [4] [12]
	It’s enough for making decisions, also energy efficiency gain can be obtained based on energy efficiency

	3. UE energy efficiency gain
	[2]
	

	4. UE performance affected by the energy saving action (e.g. handed over UEs), including bitrate, packet loss, latency, RV QoE
	[2] [5] [8] [10] [11]
	To ensure energy saving action don’t imply a large performance degradation of the UE.

	5. UE location/mobility/trajectory from the target NG-RAN node
	[9]
	To judge whether predicted trajectory is good or not


Q6: Companies are invited to provide their views on whether the above feedback information listed could be used for AI/ML-based Network Energy Saving. 
	Company
	Supported Feedback
	Comment

	Nokia
	1, 4 (except RV QoE), 5 (UE location/mobility/trajectory): OK
	2: Not OK. Energy Efficiency gain can be calculated from Energy Efficiency metric by taking the delta of consecutive values. Therefore, we do not see the need to define a new metric.
3. Not OK. We do not support considering energy efficiency metrics in the UE in this study since the use case is on network energy saving through introduction of AI/ML in the RAN.
4 (RV QoE): Not OK since its details are still under specification.

	Apple
	1,2, 4
	3 – disagree
Not clear how it can possibly be measured
– disagree
We must be very conscious of storing UE location information in the network 

	Samsung
	OK for 4
	For 1, the system KPI is related to many factors such as UE number, UE traffic, UE mobility, cell coverage, services, etc. It is not so relevant to the energy saving decision. And current energy efficiency and resource status from neighbor node can help to realize the “global” optimization.
For 2, energy efficiency can be obtained based on energy efficiency. It seems there is no need for energy efficiency gain,
For 3, UE energy efficiency gain is related to the user behavior. Different behavior leads to different energy efficiency. For example, user A watches live stream during the day time, while user B uses phone for call only. The energy efficiency is not same. It is not related to the network optimization directly.
For 5, the UE trajectory prediction is help to do the decision of selecting target node to offload. If the performance of handed over UE is good, it can show the decision is proper and trajectory prediction is OK. No need to transfer the UE location information.

	Huawei
	4: OK (except RAN visible QoE).
No to others.
	1: We already have the Resource status of neighboring NG-RAN nodes in current TR, which could be used for the system performance.
2: Energy efficiency gain can be obtained based on energy efficiency, no need to define a new metric.
3: We should focus on the network energy saving, but not the UE related energy consumption. 
5: Unclear how these feedback are used for the network energy saving.

	CTC
	Agree 1, 2, 4, 5
	3: We should focus on feedback from NG-RAN node at this stage. 

	CMCC
	OK for 4	
	

	Lenovo, Motorola Mobility
	1, 4
	In general, the UE performance and system performance shall be ensured even if energy saving strategy is taken. FFS what is “system”, e.g., if it is cell level which could be relevant to 2.

	Ericsson
	1, 2, 3, 4
	For 5. We do not understand how this is useful

	ZTE
	4(except RV QoE), 5
	1: No strong view. We think current resource status reflects the system KPI.
2: Disagree. Energy efficiency gain can be obtained based on energy efficiency
3: Disagree. We should focus on the network energy saving rather UE energy efficiency.
4: RAN Visible QoE is still under discussion.
5: Predicted UE trajectory prediction could be used to generate energy efficiency. But after UE handover to the target RAN node, the source node cannot know the UE’s actual location/trajectory/prediction. If source RAN node needs to evaluate trajectory prediction related model performance, target RAN node needs to feedback UE trajectory/location/mobility to source RAN node.

	Futurewei
	4
	For 1, most functions can be achieved by already agreed-upon feedback “Resource status of neighboring NG-RAN nodes”.
For 2, energy efficiency is a better indicator because 1) it provides more information; 2) the local node can calculate EE gain based on prior data exchanged.
For 3, the UE EE gain is not the focus of this SI. 
For 5, this should be the feedback of the Mobility Optimization use case. In fact, the network energy saving use case can use the output of the MO use case for mobility prediction. Also, the source node should know the HO performance as the training data already contain it. This will only provide a few more data points.

	Intel
	4 except RV QoE
	Compared with 4, we think 4 is more generic, and by calculating multiple handed-over UE performance, system performance can be easily got.
For 2, we prefer to keep current wording in the TP, which is clearly defined in TS45.926 as below:
energy efficiency: relation between the useful output and energy/power consumption.
We don’t need to introduce new definition.
For RV QoE, we think whether such information could be exchanged between NG-RAN nodes need to be discussed by QoE experts.

	Qualcomm
	1, 2, 4, 5
	3: disagree. This use case is not for UE power saving.


Moderator’s Summary:
	Proposed Feedback
	No. of Supporting Company
	Not supporting reasons

	1. System KPI (e.g. throughput, delay, RLF of current and neighbors)
	6/11
	1. current energy efficiency and resource status from neighbour cell can help to optimize globally
2. resource status of neighboring NG-RAN node can be used as system performance

	2. Cell energy efficiency gain (instead of energy efficiency in TP)
	4/11
	No need to define a new metric.
Energy efficiency is defined in TS45.926.

	
	
	

	3. UE energy efficiency gain
	1/11
	This use case in SI is focused on network energy saving.

	4. UE performance affected by the energy saving action (e.g. handed over UEs), including bitrate, packet loss, latency, RV QoE
	3 (except RVQoE) + 8/11
	RVQoE is still under discussion in Rel-17.

	5. UE location/mobility/trajectory from the target NG-RAN node
	3/11
	No need to transfer the location, as the trajectory prediction accuracy can be reflected by UE performance.


For 1, 2 companies mention that resource status of neighboring NG-RAN node (agreed feedback) can be used as system performance, 
For 4, 3 companies mention that RVQoE is still under discussion in Rel-17. It is not clear whether and how to support RVQoE transmission between NG-RAN nodes.
Based on above summary, moderator proposes to agree on the feedbacks with more than half (including half) supporting companies:
[bookmark: P6]Proposal 6: Following information is considered as feedback for AI/ML based network energy saving use case:
· (update of existing agreed feedback) System KPI, i.e. resource status of neighboring NG-RAN node 
· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency

Standard impact
Following standard impacts are proposed in [3], [9] and [12]:
[3]
	· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· Confidence level of AI/ML model and/or accuracy of predicted energy saving decision between neighboring NG-RAN nodes and source NG-RAN node


[9]
	· MDT signaling enhancement in order to report UE history location information and UE radio measurement.
· New signaling procedure or existing procedure to collect the input data information (e.g., resources status, energy efficiency) from neighboring nodes via Xn interface.
· New signaling procedure or existing procedure to retrieve feedback information via Xn interface.


[12] 
	· Predicted resource status info and performance info from neighbor NG-RAN node to a NG-RAN node.
· Predicted energy saving decision from a NG-RAN node to neighbor NG-RAN node.


Combining above proposals, moderator proposes at least following Xn interface impact can be captured in the TP:
	Xn interface impact:
· New signaling procedure or existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signaling procedure or existing procedure to retrieve feedback information


NOTE: Other standard impacts which are based on above new proposed input/output/feedback will be added in the TP after first round email discussion. 
Q7: Companies are invited to provide their views on adding above context as standard impact. 
	Company
	Agree/Disagree
	Comments and Suggestions

	Nokia
	Agree
	New or existing procedures can be used to collect information on predicted energy efficiency and predicted resource status between NG-RAN nodes. Feedback information can also be retrieved through new or existing procedures. Details of those procedures should be discussed in WI phase.

	Samsung
	Agree
	As predicted energy efficiency and predicted resource status have been agreed as the input, it is reasonable to exchange them with neighbor nodes. And the detailed procedure can be discussed in WI phase.

	Huawei
	Disagree
	The solution are still under discussion.

	CTC
	Agree
	To better achieve the RAN intelligent, new signaling procedure and enhancement of exist procedure are essential for AI/ML data transmission.

	CMCC
	Agree 
	At least above information proposed by moderator could be captured.

	Lenovo, Motorola Mobility
	Agree
	Maybe better “or enhanced existing procedure”

	Ericsson
	Disagree
	We do not see the benefit of capturing an explicit text on standard impact. Once we draw conclusions we can simply endorse the technical solution described in the TR and leave if for normative work how to shape such solution into specifications.

	ZTE
	Agree
	Agree the standard impact proposed by moderator. We also suggest to include MDT signaling enhancement into the standard impact.

	Deutsche Telekom
	Agree
	Mentioned features are already noted in Sec. 5.1.2.3 of latest version of the TR.

	Futurewei
	Disagree
	Further study is needed.

	Intel
	Agree
	

	Qualcomm
	Agree
	


Moderator’s Summary:
12 companies participated. 9/12 companies agree to capture above standard impact in the updated TR. By taking some editorial comments from above table, moderator proposes with following:
[bookmark: P7]Proposal 7: Following standard impact over Xn interface is be captured in the TR:
	Xn interface impact:
· New signaling procedure or enhanced existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signaling procedure or enhanced existing procedure to retrieve feedback information



Others
Issue 1: [2] [8] [9] proposes the input data as well as feedback information should be triggered by request.
Issue 2: [3] further discusses that it is possible a handed-over UE will go to RRC_INACTIVE/IDLE or no longer available at the target NG-RAN node, then the target NG-RAN node should stop providing feedback to the source NG-RAN node, as the feedback cannot reflect the accurate performance of the predicted action. 
Q8: Companies are invited to provide their views on above two issues. 
	Company
	Agree/Disagree
	Comments

	Nokia
	Issue 1: Agree on Input Data, Disagree on the Feedback 
Issue 2: Disagree
	Issue 1: We need to first identify all possible information feedback will contain and then we can discuss the mechanisms to retrieve it. These details could be postponed in WI phase.
Issue 2: The detailed mechanism how feedback is provided should be discussed in WI phase.

	Samsung
	Should be discussed in WI
	These details should be discussed in WI phase.

	Huawei
	Disagree
	Issue 1: The details should be discussed in WI phase. In addition, the request-response mechanism is business as usual, nothing special.
Issue 2: The details should be discussed in WI phase.

	Lenovo, Motorola Mobility
	Can be discussed in WI
	

	Ericsson
	Agree on Issue 1
Disagree on Issue 2
	Issue 1 is already reflected in the following principle:
The Model Training and Model Inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the AI/ML algorithm.   
Therefore we have made the mechanism of requesting input and feedback data based on request from the node that needs it and response. As Huawei says, this is business as usual, but at least we should confirm that this is the way RAN3 things it will work
Issue 2: too detailed, can be left to WI phase

	Deutsche Telekom
	Issue 1: Agree
Issue 2: Disagree
	As Ericsson also stated, Issue 1 is already covered by the description o the functional framework in the TR.
Issue 2 is addressing a special aspect of a solution and as also mentioned by others, such details should be considered during the WI phase. 

	Futurewei
	Issue 1: Partially agreed.
Issue 2: Agreed.
	For Issue 1: some input from UE may be configured and sent automatically based on the configurations. Others can be triggered by requests.
For Issue 2: it is reasonable that the target NG-RAN does not update he target NG-RAN for an inactive/idle UE.

	Intel
	Agree.
	

	Qualcomm
	Issue 1: Agree
	For issue 2: it should rely on existing logged MDT


Moderator’s Summary:
9 companies participated. Majority companies thinks above two issues should be discussed in WI. For Issue 1, two companies think the principle of “request-response” is already reflected in High-level principle. Moderator thinks the high-level principle covers all use cases, which means, all use cases should follow the principle during WI phase when defining signaling. 
Hence, moderator proposes with followings:
[bookmark: P8]Proposal 8: Details of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.

Issue 3: [5] discusses a new/updated measurement configuration to the UE should be considered to trigger UE to collect the needed measurement objects for AI/ML model training, if additional information is needed. [9] proposes MDT framework can be regarded as the baseline, further enhancements can be discussed case by case. 
In RAN3 #112e meeting, RAN3 agreed that:
	Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.


Moderator thinks there’s no need to rediscuss this issue again, as there’s no detailed proposal of what additional enhancement is needed for data collection based on current progress and agreed input data. 
Suggestions to improvement of TP
On the improvement of context in TP, following proposals from the contributions will be considered in the draft TP after first round email discussion:
· General
[6] focuses on the discussion to align the description for all three use cases, including:
- add section 5.1.2.1 “locations for AI/ML model training and AI/ML model inference”
- Rename the “energy saving decision” box to “energy savings prediction”
· Model training at OAM
[7] proposes to add 1) Model Training box in the OAM in Figure 5.1.2.1-1, 2) a Model deployment/update arrow from OAM to NG-RAN node 1 (with a Note) 3) input data from the UE and from NG-RAN node for training at OAM
· Model training at NG-RAN
[2] and [7] proposes to add input data from the UE and neighboring NG-RAN node for training at NG-RAN in Figure 5.1.2.2-1
· Handover as energy saving decisions
[6] proposes to rename the “handover” box to “energy savings decision” (which as pointed out in the text may or may not be handover
[7] also proposes to update “handover” box into dash box in Figure 5.1.2.1-1 and Figure 5.1.2.2-1 to reflect handover may not always be the energy saving strategy
Conclusion, Recommendations [if needed]
Based on above summary, moderator would like to propose with the followings:
Proposal 1: Model Inference to be deployed at gNB-DU for CU-DU split architecture for AI/ML-based energy saving use case is not considered in this release.
Proposal 2: Remove “Editor’s Notes: FFS on data collection” under Section 5.1.2.2 in the TP.
Proposal 3: How to handle OAM policy when training and inference at NG-RAN is up to implementation in this release. 
Proposal 4: Following information is considered as input for AI/ML based network energy saving use case:
· Current energy saving status (from neighboring NG-RAN node)
· Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons (from neighboring NG-RAN node)
· (update of existing agreed input in the TP) Existing UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements.
Proposal 5-1: RAN3 considers the following as some of possible Energy saving strategies that may be supported by implementation without standard impact:
23. Finer granularity of on/off, e.g. time domain (e.g. slot/symbol/radio frame level), frequency domain (e.g. PRB, BWP, carrier level), space domain (e.g. beam level), dual connection, etc.
Proposal 5-2: FFS Validity time of the predicted energy saving decisions to be considered as output for AI/ML based network energy saving use case.
Proposal 6: Following information is considered as feedback for AI/ML based network energy saving use case:
· Resource status of neighboring NG-RAN node 
· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency
· System KPI (e.g. throughput, delay, RLF of current and neighboring NG-RAN node)
Proposal 7: Following standard impact over Xn interface is be captured in the TR:
	Xn interface impact:
· New signaling procedure or enhanced existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signaling procedure or enhanced existing procedure to retrieve feedback information


Proposal 8: Discussion of request-response mechanism of input/feedback information and handling of RRC_INACTIVE/IDLE UEs are left to Rel-18 WI phase, which needs to follow high-level principle.
Proposal 9: Agree TP R3-221152 on AI/ML based energy saving use case.
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