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For the Chairman’s Notes
Proposal 1: 
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference shall be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed. 
Performance monitoring of the trained and deployed RAN AI/ML in Model Training may be supported / not precluded. No modifications are needed to the Functional Framework figure to support such option.

Proposal 2:
Agree to TP for TR 37.817 on High-Level Principles and Definitions in R3-221199.
Two possible further modifications:
1. Remove “(e.g. via subscription)” from “The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.” 
2. Change Model Performance Feedback to dash line.
Discussion
First Round
Model Performance Feedback
According to the current TR 37.817 draft:
· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure.
· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions).
When Model Inference is generating AI/ML model inference output using trained RAN AI/ML model, it is important to continuously/periodically monitor the performance of such trained RAN AI/ML model.
As described in detail, for example, in [1] and [6], the reason for such continuous performance evaluation/monitoring of the trained RAN AI/ML model is to monitor how well the trained RAN AI/ML model is performing on real-world data and to determine whether a re-training and update is needed. Also, for example, in [1] and [6], it is described that with time performance of the trained RAN AI/ML model may change, because characteristics of the field data may change compared to the data used for the Model Training. This is also called model performance fluctuations or ML model drift in [6].
Most if not all papers [1]-[12] assume existence of such model performance evaluation/monitoring functionality, while discussion is mainly on which entity shown in Figure 4.2-1: Functional Framework for RAN Intelligence of TR 37.817 (or outside entity, e.g., in OAM) should have such functionality.
The arguments are based on which entity can implement such functionality in the most efficient way based on the requirements to implement model performance evaluation/monitoring functionality. Such requirements could be summarized, for example, from the papers [1], [3], [4], [5], [6], [12].
The following is needed to implement model performance evaluation/monitoring:
· Prediction data or decisions
· Time series of prediction data or decisions are available inside Model Inference or can be obtained from Model Inference or can be generated by deploying and running another instance of RAN AI/ML model in parallel to the instance deployed in Model Inference
· Test data for model performance evaluation/monitoring (ground truth or labeled data)
· Time series of test data for model performance evaluation/monitoring (ground truth or labeled data) can be obtained from Data Collection. In many cases such test data will be part of inference data with some delay, but it is not always necessary that all required test data is part of inference data.
· Enough processing and memory resources
· Prediction data or decisions is compared to test data for model performance evaluation/monitoring which require processing and memory resources.
Discussions on which entity is the best choice to implement performance evaluation/monitoring of the RAN AI/ML model operating in Model Inference are based on how to efficiently satisfy the above requirements from the perspective of signaling, memory, and processing overhead. Also, cost of collecting required information is considered in [6].
The following options are proposed in [1]-[12]:
1. RAN AI/ML model performance evaluation/monitoring is performed in Model Inference
2. RAN AI/ML model performance evaluation/monitoring is performed in Model Training
3. RAN AI/ML model performance evaluation/monitoring is performed in Data Collection
4. RAN AI/ML model performance evaluation/monitoring for offline training may be part of LCM process and may be performed in OAM.
Based on the above observations, companies are invited to comment on the preferred options taking into account corresponding implications.

Q1: Where RAN AI/ML model performance evaluation/monitoring is performed?
Option 1. RAN AI/ML model performance evaluation/monitoring is performed in Model Inference. To implement such option, there is a need to obtain test data for model performance evaluation/monitoring (ground truth or labeled data) from Data Collection.
Option 2. RAN AI/ML model performance evaluation/monitoring is performed in Model Training. To implement such option, there is a need to obtain prediction data or decisions from Model Inference or to run another instance of RAN AI/ML model inside Model Training which will also require inference data from Data Collection to Model Training.
Option 3. RAN AI/ML model performance evaluation/monitoring is performed in Data Collection. To implement such option, there is a need to obtain prediction data or decisions from Model Inference or to run another instance of RAN AI/ML model inside Data Collection. Also, this may make Data Collection dependent on specific model or algorithm, which was avoided so far (for example, “AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.”). 
Option 4. RAN AI/ML model performance evaluation/monitoring is performed in Model Training. To implement such option the Actor may provide performance  information (e.g. throughput) to Data Collection. 

	Company
	Option(s)
	Comment

	Ericsson
	Option 4
	Option 4 is in line with the current functional framework. In fact, the Feedback information from the Actor is defined as 
“Feedback: Information that may be needed to derive training or inference data or performance feedback.”
The Actor has obviously access to model outputs and it can signal those to Data collection. The Data collection has access to Ground Truth values. Model Training can subscribe to Model Outputs and Ground Truth and derive a model performance. Alternatively, Model Training may retrieve the feedback information from Data Collection (which is signalled by Actor) and derive model performance form that.

	Nokia
	Options 1,2 but with a clarification
	Model performance evaluation and monitoring are two different phases of ML Model lifecycle:
Model performance evaluation is performed as soon as the training phase is over in order to evaluate model performance on test data (data that have not been utilized for training and validation). The output of this phase is a score of the model. This phase is usually performed in Model training. 

Model monitoring on the other hand is performed once the model is deployed for inference. This phase aims at monitoring the model performance in production when receiving as input inference or serving data (new data collected from the environment). This phase is very important to detect possible model performance degradation and to retrain the model. 

Model performance monitoring is not an easy task, mainly because it is hard to identify an error when model output is a prediction/probability. Also, it may be difficult to evaluate model performance based on real data since true labels are not always available. 
One way to obtain Model Performance Feedback is to compare Model Inference predictions to (delayed) ground truth data produced by the Actor. Model Inference can obtain access to this data through the Feedback from Actor to Data Collection. In some cases, it may happen that no ground truth is available. Then, Model Performance Feedback could be calculated by looking at the distribution of the inference/serving data and comparing it with the distribution of the training data. This would assume that Training Data (or metadata of the training data) is available at Model Inference. If a difference is detected, then a model retraining with newly collected data may be needed. This could also be an option to avoid waiting for the availability of the ground truth to monitor model performance. As another alternative, Model Performance Feedback may request retraining in a systematic way, e.g., in a periodic fashion.
In general, Model Performance Monitoring is up to implementation. So as another alternative, it could be done in Model Training. In this case, Model Training needs to obtain prediction data from Model Inference. This could be achieved through Feedback from Data Collection. 
Since Models and Algorithms are not in scope of this study and since this topic is implementation specific, it is not easy to evaluate which option is the best. We support to send Model Performance Feedback from Model Inference to Model Training since it completes the ML Framework and illustrates a conceptually complete Lifecycle for the ML Model.

	CMCC
	Option 1
	We would like to echo Nokia’s comments. The specific model training, model inference and model performance evaluation are not in the scope of the study, and are up to implementation. It is hard to evaluate which one is the best. However, we are illustrating the functional framework, and from conceptual point of view, we also support option 1 to show the model performance can be done in model inference and feedback to model training.

	ZTE
	Option 1
	When model performance needs to be generated, prediction data and ground truth (retrieved from real world) should both be obtained. For Model Inference Function, Model inference itself have the prediction data, and it will also achieve the ground truth at the time of prediction carried in inference data from Data Collection. 
In addition, from technical point of view, model inference is responsible to perform prediction leveraging trained model and input data in real world, so it is reasonable for model inference to evaluate model performance and derive model performance metrics. If performance metrics reflect deterioration, Model training needs to achieve the indication to decide whether to retrain/update the ML model. 
Above all, we agree option1 and propose to keep the Model Performance Feedback arrow in the Functional Framework.

	Samsung
	Option 1
	The mode inference has the information of inference result and ground truth. It can evaluate whether model still works well e.g. whether the prediction accuracy is still acceptable. Then, model inference can feedback the model evaluation results to model training to trigger the re-training procedure if the model evaluation is not good. For example, model inference compares the predicted resource status results and the collected actual resource status data as the inference data for the same time period, and then it can obtain the prediction accuracy. If the accuracy is low, it gives the information to model training function to collect new training data and re-train the model to refine the model.
So we prefer option 1 and keep the Model performance feedback from Model inference to Model training.

	Huawei
	See comments
	Actually the real performance of a model can only be evaluated after the action is taken, since after action is taken, can the network performance be evaluated, e.g. power consumption, throughput, etc., with this logic, we think option 1 is closer to our understanding.

	Deutsche Telekom
	Option 1
	The impact of RAN performance related KPIs which are impacted by decisions or predictions created in Model Inference function is certainly available only after the Actor has taken corresponding actions, but the evaluation of model performance or better model quality is part of Model Inference function after deployment of the trained, tested and validated model. The information transferred to Model Training could be prediction accuracy or similar statistical data achieved with the model during run time, resulting response time, output data drifts, output data quality (granularity/pattern), output data mismatch or processing and memory size/load available/required (dependent on learning method and offline/online training mode).  
Therefore, the arrow marked as “Model performance feedback” from Model Inference to Model Training function should be kept. The final naming is discussed in Q2. 

	Intel
	Option 1 and Option 2
	We think both Option 1 and Option 2 need to be supported for model performance evaluation/monitoring, where vendors can select the best option when deploying a model for certain use case.
For supervised learning, Model Inference function can perform model performance evaluation/monitoring based on the predicted output generated by itself and ground truth information received from Data Collection (as part of Inference Data), as anyway Model Inference function will receive ground truth information to perform Model Inference. For example, for load balancing use case, current traffic load and resource status is considered as input for Model Inference. Model Inference can compare predicted results (for time stamp N+M) generated at time stamp N with the ground truth traffic load at stamp N+M. That means, Model Inference function could reuse ground truth data which is used for model inference prediction for model performance evaluation/monitoring. It does not introduce extra effort for data exchanging. However, this model performance evaluation/monitoring can be considered as a post-performance evaluation, as it needs to wait until the ground truth data available at Data Collection.
However, for reinforcement learning, “rewards” is used to evaluate model performance. The ground truth data of input for model inference may not be used to generate “rewards”. Additionally, RL also require a real-time model performance feedback, so that AI/ML model could be updated in real-time. Therefore, such model performance evaluation needs to be performed at Model Training.
With that, we think both Option 1 and Option 2 need to be supported. Model Performance Feedback arrow can be captured as dash line between Model Inference and Model Training.

	NEC
	Option 1
	We support option that is currently in the draft TR with FFS: RAN AI/ML model performance evaluation/monitoring is performed in Model Inference. 
We acknowledge that to implement such option, there is a need to obtain test data for model performance evaluation/monitoring (ground truth or labeled data) from Data Collection. 
The reason for this opinion is that solution is more efficient from signaling and processing/memory consumption perspectives than other two options.
With regard to concerns expressed, for example, in [12] with regard to memory consumptions to keep test data for model performance evaluation/monitoring, this could be addressed by various implementation techniques. For example, there are iterative methods to estimate performance metrics where there is no need to have a large number of values to calculate a metric, instead input data could be input one by one and performance metric estimation could be updated iteratively.

	CTC
	Option 1
	From the data perspective, model performance evaluation/monitoring requires prediction data and test data. We can see from the functional framework that model inference has these two types of data. And from the network resources perspective, usually entities deployed with model inference have more computing capabilities. Thus option 1 is more appropriate.

	Lenovo, Motorola Mobility
	Option 1 and Option 2
	Similar understanding as Intel, both are possible depending on the exact AI/ML model and task, e.g., if it’s offline or online training etc. 

	FUTUREWEI
	Option 1
	Futurewei believes option 1 is a cleaner solution to provide AI/ML model performance feedback.
To generate model performance, typically, both the inference/prediction results and the ground truth/labels have to be available. Even though such procedure is feasible to be performed in various logical functions, the Model Inference function is responsible to generate the Model inference / prediction results, it is logical for it to perform such procedure and generate the desired/defined model performance information. The Model Inference function may need to acquire the ground truth data from the Data Collection function/entity. The ground truth data may belong to part of or can be derived from the feedback received from the Actor.

	CATT
	Any is ok
	Although what we proposed is Option 3, our intention is to point out the gap in the current figure. What box includes the model performance function at any box does not affect what information need to be exchanged between nodes so they are equivalent.
And, if Option 1 is selected, some clarification is needed for the TR:
· either a new arrow named e.g. “model performance input” should be added from the Data Collection box toward the Inference box,
· or it should be clearly captured that the “inference input” arrow includes necessary input for model performance evaluation.
We think such clarification is necessary. Otherwise there will probably be a misunderstanding that the only inputs to the inference box are the Xs. But actually it needs also Ys for model performance monitoring for some cases.


Observations:
Option 4 was added, which is very similar to Option 2. The difference is how Model Training obtains Output from Model Inference.
Preferences with regard to options:
· Option 1: 8/13
· Option 1&2: 3/13
· Option 4: 1/13
· Any is OK: 1/13.
There is clear majority (12/13) to support performance monitoring of the trained and deployed RAN AI/ML in Model Inference. This assumes keeping Model Performance Feedback from Model Inference to Model Training.
There is some support (5/13) to support performance monitoring of the trained and deployed RAN AI/ML in Model Training. Options 2 and 4 differ in how output from Model Inference becomes available in Model Training. Also, this solution may potentially require some modifications to the current Functional Framework figure. This will be discussed in the second round.
Also, if Option 1 is supported, one company requested to clarify that data from Data Collection to Model Inference include necessary test data for RAN AI/ML model performance monitoring. Current TR includes the following corresponding text under FFS: “Feedback from Actor or other network entities (via Data Collection function) may be needed at Model Inference function to create Model Performance Feedback.” This text may be further refined if needed.
Conclusions:
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference shall be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.
Performance monitoring of the trained and deployed RAN AI/ML in Model TrainingInference may be supported / not precluded. Whether any modifications are needed to the Functional Framework figure will be discussed in the second round.



Several papers [4], [6], [9] propose to clearly distinguish Feedback from Actor to Data Collection and Model Performance Feedback from Model Inference to Model Training. Feedback from Actor to Data Collection is related to system performance, measurements and KPIs, while Model Performance Feedback from Model Inference to Model Training is related to how good the current RAN AI/ML model is fit for the current environment.
Based on the above observations, companies are invited to comment on whether there is to clearly distinguish Feedback from Actor to Data Collection and Model Performance Feedback from Model Inference to Model Training.

Q2:
Q2a: If Model Performance Feedback interface from Model Inference to Model Training is kept, is there a need to rename “Model Performance Feedback” and what is the preferred new name?
Q2b: Is there a need to simultaneously rename “Feedback” interface from Actor to Data Collection to have a pair of new names and what is the preferred new name?
Q2c: Is there a need to further clarify the difference in the description of Feedback and Model Performance Feedback?

	Company
	Comment

	Ericsson
	There is no need to define the Feedback from Actor as a metric from which the model performance cannot be derived. If for example, the actor receives a mobility action as a result of Model Inference, the Actor can measure e.g. UE throughput and determine that this is degraded. That feedback is also a feedback on the model performance. 
We propose to remove the Model Performance Feedback because, as explained in the previous question, a Model Performance Feedback can be derived by Model Training by means of retrieving the right information from Data collection. 
We propose to replace the Model Performance Feedback with a procedure called Model Status Information, which can be used to signal the status of the model, e.g. if the model has been locally retrained. 

	Nokia
	Q2a: We think that perhaps one reason of confusion of this arrow is its name that mentions “performance”. Model Performance Feedback is related to ML Model Monitoring and is not related to performance. So we would be willing to rename it to Model Feedback if this clarifies its purpose.  
Q2b: In our view, the name Feedback is clear and at least it seems that we have converged in RAN3 with respect to what this Feedback is about.
Q2c: The definitions of the 2 feedbacks seem clear. 

	CMCC
	The definition on feedback and performance feedback in the current TR 37.817 are clear, there seems no strong reason to update the two definitions.

	ZTE
	We suggest not to update the name in the current AI Functional Framework, since we have clear definition for each function entity.

	Samsung
	The framework and terminology are just to let us have the common understanding of the procedure and terms to lay the foundation for the standard impact study for each use case. Current definition and name in the TR are clear. So we prefer not to rename and update.

	Huawei
	Q2a: if we have to allow information exchange between “model inference” and “model training”, maybe it is better to rename to something like “model inference info feedback”.
Q2b: this could be considered, if companies really prefer a “performance info”, as commented above, performance could only be evaluated after action is taken, and this could be named as “performance feedback”.
Q2c: no strong opinion. Technically, “Model Performance Feedback” is more specific than “Feedback”.

	Deutsche Telekom
	Q2a: We prefer to remove “Performance” from “Model Performance Feedback”, i.e., to change the term simply to “Model feedback”, to avoid any misinterpretation with (RAN) performance feedback as part of Feedback from Actor to Data Collection function.
Q2b: If “Model Feedback” is used for “Model Performance Feedback”, there is no need to change the term “Feedback” as output of Actor function.
Q2c: We have proposed in [4] an update for the description of “Model Performance Feedback” for differentiation between the cases of offline and online training. The description of “Feedback” is fine for us.

	Intel
	Q2a. We are ok with “model performance feedback”.
Q2b. We think there’s no need to rename. “Feedback” is clearly defined in the TP as below.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
         Also, feedback information is also clearly captured for each use cases. 
Q2c. We think it would be good to provide a new definition for Model Performance Feedback as below:
· Information that represents accuracy of the AI/ML model deployed at Model Inference.


	NEC
	We do not have any strong preference for the names, but we support the need to distinguish two types of feedback including some potential text in the draft TR to clarify the difference.

	CTC
	The two feedbacks have already shown the difference by their names, thus we don’t have strong opinion to make changes. 

	Lenovo, Motorola Mobility
	No strong view about the renaming. The suggestion to emphasize the feedback from Actor is related to system performance, measurement and KPIs looks good to us.  

	FUTUREWEI
	As the name “Model Performance Feedback” indicates, the feedback from Model Inference to Model Training is “Model Performance”. FUTUREWEI believes there is no need to rename this interface. The description in the current TR for the Model Performance Feedback: “Applied if certain information derived from Model Inference function is suitable for improvement of the AI/ML model trained in Model Training function” is sufficient.
As for the “Feedback” from Actor to Data Collection, there is no need to rename it either. The name is general to work for needed feedback of different use cases. 

	CATT
	We don’t think any change is needed, although each bullet is acceptable for us.



Observations:
Renaming “Model Performance Feedback”:
· Needed 3/13
· Not needed 7/13
· No strong view 3/13.
Renaming “Feedback”:
· Maybe 1/13
· Not needed 9/13
· No strong view 3/13.
Some clarification text:
· Needed 3/13
· Maybe 2/13
· Not needed 7/13
· No strong view 1/13.
Conclusions:
There is no strong support to introduce updates/clarifications described in Q2 in this meeting.

Definition of Online Training
In [13], offline vs online training is discussed and the following definition of online training is proposed:
“Online machine learning is a method of machine learning in which data becomes available in a sequential order and is used to update model for future data at each step, and which is a promising technique for learning method from continuous streams of data in many real-world applications.”

Companies are invited to comment on the above definition of online training and the need to have such definition in TR 37.817.

Q3: Do you agree to add the following definition of online training to draft TR 37.817?
“Online machine learning is a method of machine learning in which data becomes available in a sequential order and is used to update model for future data at each step, and which is a promising technique for learning method from continuous streams of data in many real-world applications.”

	Company
	Comment

	Ericsson
	We do not see the need for this. Model Training is out of scope, so we do not see the need to define different types of training.

	Nokia
	We agree with Ericsson. We don’t see the need for the above definition. 

	CMCC
	Agree with Ericsson and Nokia, no need for this.

	ZTE
	No need for this. The details of Model training is out of SI scope.

	Samsung
	Detailed training method is out of RAN3 scope. There is no need for this definition.

	Huawei
	Maybe no need for this. Pure technically, there are dedicated terms as “online learning” and “offline learning”, our understanding, here we mainly refer to the case where training is done with offline data or online data.

	Deutsche Telekom
	As it was agreed that details of training methods are out of scope of the SI, the statement is not needed. And in Sec. 3.1 it is already explained that ML Training (maybe we have to adapt the terminology of this section to the wording used in other sections) can be an online or offline process.
Generally, we initially preferred to have more of such statements/explanations that are relevant for the whole lifecycle management of AI/ML models and therefore for the framework under consideration, but due to objections by several companies we didn’t follow that approach anymore. As we are at the end of the SI phase, it doesn’t make sense to go into such details.  

	Intel
	Agree with above, no need for this.

	CTC
	No strong view for this proposal. 

	Lenovo, Motorola Mobility
	Agree with above 

	FUTUREWEI
	While FUTUREWEI appreciates the description for online training, it is one of the techniques in collecting and training AI/ML models and it can be left to implementation, thus, we suggest not to explicitly add the definition to the TR. 

	CATT
	Agree with the majority.



Observations:
11/12 companies do not see the need to add the proposed definition of online training to the TR. 1/12 companies does not have strong view.
Conclusions:
There is no need to add the proposed definition of online training to the TR.

Other Topics
Several other topics have been raised in papers [1]-[12] and are summarized below. 

In [3], UE is regarded as an entity that can host a Data Collection function. Also, it is mentioned that no other function (Model Inference, Model Training) is identified in use cases that could be hosted by the UE. Based on the above, it is proposed to add the following high-level principle: the function that can be hosted by the UE is the data collection function.
Companies are invited to comment on this proposal.
Q4: Do you agree to add in the high-level principles that the function that can be hosted by the UE should be regarded as a data collection function?

	Company
	Comment

	Ericsson
	We agree with the proposal. We could not find any other role in this study apart from Data Collection for the UE. Having such principle in this study could better structure discussions during normative phase. 

	Nokia
	We do not agree. We have already defined Data Collection as follows:
· Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
So data collection can receive data from the UE, as we have defined, but for the purpose of this study Data Collection is not in the UE. Data Collection should be in the RAN.

	CMCC
	We do not agree to have this as principle. What functions the UE will host depend on the use cases and should not be a principle. Moreover, the principles and framework defined in this study may be also considered in other AI related study, e.g., Rel-18 AI for air interface and NG-RAN. It seems model inference or model training can be done also in UE, so we don’t need to have this as principle, it is a per use case discussion.

	ZTE
	Disagree.
RAN3 AI/ML SI should focus on the RAN side rather UE side. For the input information, NG-RAN node or OAM could collected the input data from UE, and we think UE is not responsible for the data collection function in current stage.

	Samsung
	Agree.
Due to the limitation of computation resource and power, it is better not to put model training and model inference function at UE side at current stage. 

	Apple
	Disagree. 
First of all, any major changes involving a UE should be discussed in RAN2. Second, we agree with Nokia – UE may provide measurements, but that doesn’t make it a data collection entity. We are not even sure what this means for a UE.

	Huawei
	Not sure if we should make things complicated, of course data input to model would include e.g. measurement report from UE, but data collection as a function is just to help describe the framework, it is not hosted by UE or by RAN node only, it is just a logical description.

	Deutsche Telekom
	This explicit statement is not needed. As Nokia mentioned there is already a definition for the Data Collection function where the UE is mentioned.

	Intel
	Disagree.
We think current statement in TR is clear that the data used for model training and model inference can be collected from UE based on the definition of “Data Collection”. However, all use cases discussed in Rel-17 RAN3 SI are focusing on network automation, where AI/ML model is deployed at network side. It would be more suitable to deploy Data Collection function together with Model Training function, to avoid high bandwidth requirement to the system and interfaces. In this case, we don’t think UE is a suitable place to host data collection, considering high requirement over the air interface. 

	NEC
	Not sure we need such high-level principle. 

	CTC
	Data collection from NG-RAN nodes seems enough at this stage, we don’t think this proposal is necessary.

	Lenovo, Motorola Mobility
	Same view as Nokia. Better not to discuss  any AI/ML function in UE, as where we are now. 

	FUTUREWEI
	Disagree, we do not think adding such wording to the high-level principles section is necessary.

	CATT
	Frankly speaking we think data collection can be at anywhere (and perhaps should be), so no need to mention any specific place. Current definition of it (i.e. focusing on “from what entity” rather than “hosted by what entity”) is very suitable in our opinion.



Observations:
12/14 companies do not support such proposal. 2/14 companies support the proposal.
Conclusions:
No need to add in the high-level principles that the function that can be hosted by the UE should be regarded as a data collection function.



In [3], it is described that AI/ML framework depicts the functional point of view and functions like Data Collection can be distributed across multiple nodes. The same principle also applies to Model Training function. There may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation. It is proposed to clarify that there may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation.
Companies are invited to comment on this proposal.
Q5: Do you agree to clarify that there may be multiple Model Training instances, one in the OAM and one in the gNB which is left to implementation?

	Company
	Comment

	Ericsson
	We agree with this proposal. 
RAN3 has already embraced the principle in the proposal by agreeing to the following note for each use case:
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
With this proposal we are clarifying the principle by which training can be continued at the RAN, which can be clearly translated in the fact that there are multiple training function instances (e.g. one in OAM and one in RAN). 

	Nokia
	Yes, it is good to clarify this point. In general, there should be no limitation on how many ML Models or instances or versions of ML Models are available in the RAN or in OAM. Those models may be different versions of an ML Algorithm used to solve the same problem or they may be instances solving different problems. As another option, a Trained ML Model in OAM may have a similar instance in the RAN that is being retrained. As a different option, since there is no coordination between the different solutions, it may happen that both solutions (Training in OAM and Training in the RAN) may coexist for some use case. All these are implementation specific considerations.  

	CMCC
	No strong view, perhaps not needed. These are implementation specific.

	ZTE
	Not needed. 
In the current TR, the following note in each use case is enough:
“Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.”
The statement is up to use case. We don’t recommend restate this principle here and there.

	Samsung
	Same view as ZTE. We already have the note and there is no need to restate.

	Huawei
	Technically, we think for example a trained model from offline training could be sent to RAN node, and RAN node could use this trained model for further online training, which of course is left to implementation.

	Deutsche Telekom
	As the following note:
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
is already given in the TR, there is no need to provide additional statements.

	Intel
	Agree.

	NEC
	Model Training is different from Data Collection. Data Collection can be done independently from multiple RAN nodes, UEs, 5GC, OAM. 
But is it possible to independently train the same RAN AI/ML model in different RAN nodes?
Also, how about Model Inference? Could the same RAN AI/ML model run in multiple RAN nodes?
We think more discussion is needed. 

	CTC
	Same view as ZTE, it seems there is already a similar definition. 

	Lenovo, Motorola Mobility
	Same view as ZTE

	FUTUREWEI
	How to realize the model training is left to vendor implementation, we believe there is no need to add such wording to the TR.
In addition, similar view as ZTE and DT, the current TR already includes a note shown below, which is sufficient,
“Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.”

	CATT
	Same view as ZTE.



Observations:
Clarification is needed 3/13
Clarification is not needed / already captured in TR by Note 7/13
Depends on implementation 2/13
More discussion is needed 1/13.
Conclusions:
No strong support to this proposal in this meeting.



In [3], it is proposed to update the High-level Principle regarding Model Inference Function as follows: The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference. The proposal is to substitute “nodes that are subject to actions” by “nodes that take actions.”
Companies are invited to comment on this proposal.
Q6: Do you agree to update the High-level Principle regarding Model Inference Function as follows: “The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.”?

	Company
	Comment

	Ericsson
	We agree to the proposal.
We note that the “old” text is a leftover from when the functional framework still contained a “Subject of Action”. Now that we have the Actor as receiver of the Output, it seems logical that the output is received by the Actor function, that takes an action based on it.

	Nokia
	OK to update the text according to proposal Q6.

	CMCC
	Fine with this

	ZTE
	Agree

	Samsung
	Fine for us.

	Huawei
	Maybe not needed, seems to us this limits the usage of inference output. For example, if there is prediction info which could be used as assisted info, it could be sent to neighbor node and could be used by the receiving node as long as it understands this info.

	Deutsche Telekom
	Change is fine with us.

	Intel
	Agree.

	NEC
	Yes, agree.

	CTC
	We agree to this proposal, it seems reasonable.

	Lenovo, Motorola Mobility
	ok 

	FUTUREWEI
	We are ok to change the wording from “nodes that are subject to actions” to “nodes that take actions”. 



Observations:
11/12 companies support the proposed change.
1/12 companies thinks that his may be not needed.
Clear majority support for the proposed change.
Conclusion:
Update the High-level Principle regarding Model Inference Function as follows: “The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.”



In [6], cost of feedback collection is discussed. Collection of feedback for AI/ML is an extra task for the gNB and should be controlled to avoid negative impacts on Network Operation. Feedback can consume a considerable amount of resources at the node where feedback is requested. Different measurements sent in the feedback may have different costs depending on the required consumed resources to calculate the measurements. It is proposed to control overhead related to feedback and to introduce a cost per feedback information sent from an entity producing feedback to the requesting entity.
Companies are invited to comment on this proposal.
Q7: Do you agree to control overhead related to feedback and to introduce a cost per feedback information sent from an entity producing feedback to the requesting entity?

	Company
	Comment

	Ericsson
	In our view a node requested to provide feedback information can always reduce the information provided if resources are limited. This is the assumption we have with the Resource Status Update procedure, where if a node cannot report all the information requested, the node can pause the measurement reports.
We would prefer to take this simpler approach for the time being.

	Nokia
	Yes. Feedback is a new task on top of existing node operation. If a node constantly needs to provide feedback to its neighbours then its performance may be compromised since a considerable amount of resources may be utilized. That is why we think that there should be a way to control how much feedback a node is willing to provide to others for the purpose of AI/ML.

	ZTE
	We acknowledge the intention. In order to address this issue, we also propose to adopt request/response procedure to retrieve feedback information so that a node could request the needed feedback information to the other node, and target node could response the indicated feedback information. 
Share same view with E///. We also prefer to take this simpler approach for the time being.

	Samsung
	Same view as E/// and ZTE. It can be achieved by reject the request if the node can not send the feedback during the further detailed standard impact study.

	Huawei
	Not sure how we should define the “cost”, which is a very vague conception relating with many factor such as overhead, resource occupancy and even power consumption, etc.

	Deutsche Telekom
	The intention is in principle ok for us, but we discussed it already in an earlier RAN3 meeting. Without further details how the cost metric is to be defined, it doesn’t make sense to introduce it.

	Intel
	No. 
The cost can be controlled by network properly by requesting proper feedback and setting a proper feedback/report frequency.

	NEC
	We acknowledge the need to control signaling overhead when implementing solutions based on RAN AI/ML. We are not sure that this is only limited to feedback.
Introducing the concept of cost into data collection for RAN AI/ML is very novel concept in RAN3 and requires detailed discussion.

	CTC
	Agree with E/// and ZTE, the request/response procedure is a simpler way to deal with feedback overhead.

	Lenovo, Motorola Mobility
	No. This is a general issue for all kind of signaling, or data collection, or measurements. They can all be considered as some kind of cost to support AI/ML. This can be left to implementation. 

	FUTUREWEI
	FUTUREWEI believes there is no such need to add a cost per feedback to the requesting entity, at least not currently for several reasons: 
a) there are many aspects associated with the “cost” of the feedback and it has not been officially discussed,
b) there is no description regarding how this information would be used to control the feedback or measurements in the feedback, and
c) such information may be use case-dependent and scenario dependent; thus, it is not suitable to be blanketly specified in the framework section. 

	CATT
	No, this is not needed.
For ML with prediction as output, same the view as Ericsson.
For reinforcement ML, it can already be covered by existing mechanism, i.e. that cost can surely be an input for reward calculation.



Observations:
1/12 companies agrees with the proposal, 11/12 companies do not agree to introduce cost per feedback information.
While most companies acknowledge the intention to control overhead relate to the feedback, simpler approaches are preferred or more discussion on cost definition is required.
Conclusions:
No support to introduce cost per feedback information in this meeting.

Second Round
Model Performance Feedback
During the first round of the discussion, there was clear majority (12/13) to support performance monitoring of the trained and deployed RAN AI/ML in Model Inference. As a result, such options shall be supported in the TR.
Also, there was some support (5/13) to also enable performance monitoring of the trained and deployed RAN AI/ML in Model Training. It is proposed not to exclude such solution from consideration and discuss whether any modifications to the Functional Framework figure are needed to enable such solution.
Two options were described.
Option 2. RAN AI/ML model performance evaluation/monitoring is performed in Model Training. To implement such option, there is a need to obtain prediction data or decisions from Model Inference or to run another instance of RAN AI/ML model inside Model Training which will also require inference data from Data Collection to Model Training.
Option 4. RAN AI/ML model performance evaluation/monitoring is performed in Model Training. To implement such option the Actor may provide Model Output information and feedback information to Data Collection. Model Training may subscribe to receive Model Output values and Model Input values from Data Collection, or alternatively, Model Training may subscribe to receive feedback information provided by the Actor.
Enabling option 2 or 4 may potentially require some modifications to the current Functional Framework figure. Companies are invited to express their views regarding this topic.

Q8: Is there a need to modify the current Functional Framework figure to enable RAN AI/ML model performance evaluation/monitoring in Model Training? If Yes, what kind of modifications are needed?

	Company
	Comment

	Nokia
	In our view, there is no need to modify the current functional framework figure. One point to be clarified with respect to our earlier input is that according to our understanding Model performance Evaluation is performed in Model Training and Model Performance monitoring is done in Model Inference. The way the question was asked in the first round was a bit confusing to us. Nevertheless, in general, there are different options, but they pertain to implementation and we would like to avoid going into too many (implementation dependent) details. We support keeping the ML Framework as simple as possible and thus we don’t think we need to introduce any modifications to it. Besides we have taken the following agreement captured in the TR:
· A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.
So the current framework is just a guideline and we should be able to think “beyond” if needed in the specific normative work related to our use cases.

	Deutsche Telekom
	The meaning of the 2 mentioned options is somehow unclear. 
It seems that Option 4 is related to initial offline training ( see bullet 4 before Q1 of 1st round “RAN AI/ML model performance evaluation/monitoring for offline training may be part of LCM process and may be performed in OAM”. If this is the case, we don’t have to cover it additionally in detail in the functional framework, as it is already included and details are out of scope of RAN3.
Online training, e.g. based on reinforcement learning, which may be the meaning of Option 2 is also already covered by the current framework.
Therefore, from our perspective there is no need to consider any changes for the 2 mentioned options. 

	Ericsson
	To enable Option 4 Actor needs to provide model output and feedback to Data collection, which in our view it can already do. Then Model Training needs to subscribe to Model Output and ground truth from Data Collection, which it can also do already. So no changes with Option 4
For Option 2, Model Inference needs to provide model outputs to Model Training. In this case the harrow between Model Inference and Model Training is not a “Model Performance Feedback”, but a “Model Output Feedback”
It is worth noting that both Option 2 and Option 4 exclude the need for a model performance feedback arrow 


	Huawei
	If companies really would like to explicitly reflect the idea of performance feedback, we think performance related info could only be collected after action is taken. See the revised description of option 4.
Then for option 2, we need to be clear about what “model output feedback” means. In our understanding, there is no need to exchange model specific info which is mainly related with model implementation.

	Samsung
	Same view as Nokia. The framework is just to let us have the common understanding of the procedure and terms to lay the foundation for the standard impact study for each use case. We’d better to make it in a simple way.
For Option 2, the current data collection function is defined as “Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.” So the model training can access the inference results via data collection. Thus, it is already supported by current framework, and no need to update.
For Option 4, same reason as option 2. It is also already supported by current framework, and no need to update

	Intel
	The ground truth information that Model Training need can be received from Data Collection as part of Training data. Those information could be included as part of feedback from Actor to Data Collection. 
With that, we think Option 4 is more appropriate and will not introduce any update to the framework.

	FUTUREWEI
	We do not see a need to modify the Functional Framework figure in the current TR. If some clarification is preferred, we recommend adding a note under the Model Performance Feedback sub-bullet to indicate that “the above does not preclude that Model Performance Feedback may be provided by other functions”. 

	CMCC
	We  also do not see any need to update the functional framework to enable  enable RAN AI/ML model performance evaluation/monitoring in Model Training.

	ZTE
	No need to update the functional framework. Agree with what Nokia said that the current framework is just a guideline and we should be able to think “beyond” if needed according the agreed high-level principles. Current functional framework has already supported these 2 options.

	QUALCOMM
	No need to update the functional framework. We already spent too much time on this. The framework figure is mainly for concept and information. We have no plan to define signaling based on it so far.
Model performance evaluation should be based on test data or compare the output with ground truth.
The model performance monitoring could be based on actor’s feedback and inference host’s performance feedback, which has been shown in current figure. Ideally, the feedback should be received by model manager who configures model inference to inference host. RAN3 didn’t agree to define a model manager explicitly. So, it is hard to clearly define the model performance monitoring concept. 

	NEC
	We agree with the view that no modifications to the current Functional Framework figure are needed.



Observations:
9/11 companies do not see need to update the functional framework figure
· Current framework is just a guideline and we should be able to think “beyond” if needed in the specific normative work
· RAN AI/ML model performance evaluation/monitoring in Model Training is already covered by the current framework.
1/11 companies updated description of Option 4, provided comments, and provided corresponding comments to the draft TP.
1/11 companies thinks that no changes are needed for Option 2. If Option 4 is enabled and Option 1 is not enabled, there is a need to remove Model Performance Feedback from the figure and ass instead Model Output Feedback.
Conclusions:
Following the clear majority view (9/11 vs 1/11) it is proposed that no modifications to the Functional Framework figure are needed. Further clarifications, if needed, could be added at a later stage.

TP to the draft TR

There are two modifications to the draft TR that have clear majority support after the first round of discussion:
· Performance monitoring of the trained and deployed RAN AI/ML in Model Inference shall be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.
· Update the High-level Principle regarding Model Inference Function as follows: “The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.”
V1 of the draft TP implementing these two modifications is uploaded into the drafts folder. It is proposed to agree on the V1 of the draft TP in order to progress with the draft TR.
If further modifications will be needed based on the discussion of Q8, new version will be created and proposed for agreement. 
Companies are invited to express their views regarding V1 of the draft TP in the drafts folder. Companies are kindly requested to limit the scope of comments to the two modifications above, that is, how these two modifications are implemented in V1 of the draft TP.

Q9: Do you agree to V1 of the draft TP implementing two modifications described above?

	Company
	Comment

	Nokia
	We agree to the changes in the TP.

	Deutsche Telekom
	Just 2 editorial comments:
Please correct the alignment of “Model Performance Feedback” in the updated Figure 4.2-1.
The text font size within Sec. 4.2 is not consistent.

	Ericsson
	No, we do not agree to accept the Model Performance Feedback. As explained, this implies storing of very large amount of data in the node where inference is carried out, which is not acceptable because we have already discussed in the past that node hosting Model Inference is not a data storage location. 
We can store Model Output and Ground Truth at the node hosting the Model Training Function, which will be dimensioned adequately for that task.

	Huawei
	As commented, if “model performance feedback” is really needed, they could be collected after action is taken, and we don’t see the need to introduce subscription procedure.

	Samsung
	We agree to the two modifications in the TP. “Model performance feedback” is benefit for prediction model to report the prediction accuracy to model training. Re-training is triggered if required based on the model performance feedback.

	Intel
	As stated in the TP “Model Inference function may provide model performance feedback to Model Training function when applicable.” To reflect this, we think it would be good to use “dash line” for Model Performance feedback. As explained in first round, performance monitoring can either be in Model Training or Model Inference based on different AI/ML algorithms. It would be up to implementation. Hence, Model Performance Feedback is not always needed.
Using “dash line” ” for Model Performance feedback arrow is more suitable.

	FUTUREWEI
	We are ok with the 2 modifications (mentioned above) in V1 of the TP.

	CMCC
	The proposed modifications are fine with us

	ZTE
	[bookmark: _GoBack]Agree to capture 2 modifications.

	QUALCOMM
	Agree with the 2 changes.

	NEC
	We agree with two changes in the TP.



Observations:
· 9/11 companies agree with the draft TP to TR 37.817 as in V1
· 1/11 companies requested changes with regard to “subscription”
· 1/11 companies disagreed with the draft TP to TR 37.817 as in V1 and requested to remove Model Performance Feedback from Model Inference to Model Training.
One company requested editorial modifications.
One company requested to change Model Performance Feedback to dash line.
Conclusions:
Clear majority of the companies are fine with the draft TP to TR 37.817 as in V1. V1.1 of the draft TP to TR 37.817 is prepared implementing requested editorial changes (text alignment and font size) and is available in R3-221199.
It is proposed that the following two modifications on top of R3-221199 are discussed online:
· Remove “(e.g. via subscription)” from “The Model Inference function should signal the outputs of the model only to nodes that have explicitly requested them (e.g. via subscription), or nodes that take actions based on the output from model inference.”
· Change Model Performance Feedback to dash line.

Conclusion, Recommendations [if needed]
If needed
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