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1 Introduction

This is the summary document for the following come back:  
CB: # RANSlicing2_Service_Continuity
‘Slice pre-emption’:

RAN node in absence of mobility) for the proposed two solutions at the stage 2 BLCR?

- Capture agreements and open issues

- Provide TPs if agreeable

(Nok - moderator)
Summary of offline disc R3-221042
2 For the Chairman’s Notes

Propose the following for agreements:  
Repartitioning solution

The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions
Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective
Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.

Agree TP in R3-221115 for TS 38.300 (rev of R3-220199)

Agree TP in R3-22xxxx for TS 38.300 (rev of R3-220662)

Pre-emption
WA: Pre-emption in the shared pool can rely on existing QoS flow ARP based mechanism. Nothing additional is needed. 

WA: For prioritized pool, RAN assumes that SA5 statement on prioritized resource prevails over QoS ARP. Nothing additional is needed. 
Propose the following to be continued:

SCG resources outside RA (to be continued when receiving SA2 reply LS)

Whether gNB should receive the RA of the UE from AMF in order to help operator which think that SCG resources shall not added outside the RA.

Resource shortage in Mobility scenarios (to be continued online if time allows or at next meeting)

Whether to signal time critical handover to help target gNB determine if MCRS using DC can be used at target

· (to be debated: handover time critical is how quick the connection with source gNB will disappear is not related to delay criticality of an application)

Whether a slice resource change indication should be included in the handover request acknowledge message to help source gNB in future handover decisions

· (to be debated: per slice RRC connected UEs and per slice DRBs are currently not exchanged over Xn Resource Status procedure)

3 First Round
In this summary let us take the following abbreviations:

MCRS: Multi-Carrier Resource Sharing

CBRP: Configuration Based Resource repartitioning

Last RAN3 meeting took the following working asumption, 
WA: The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions.

WA: Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective.

WA: Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.

Q1: Can we turn the following working assumptions into agreements?  
	Company
	Comment

	Nokia
	Yes.

	Ericsson
	Yes

	Qualcomm
	Yes

	Huawei
	Yes

	Samsung
	Yes

	CATT
	Yes

	Deutsche Telekom
	Yes

	CMCC
	Yes


Moderator’s summary:

All companies agree to settle agreements on the above proposal. It is proposed to reflect this by capturing the following sentence extracted from R3-220199:  

The Slice RRM policies/restrictions are configured from NRM O&M for configuration based and re-partitioning solutions as per TS 28.451. Measurements of RRM policy utilization according to resource types defined in TS 28.451 are reported from RAN nodes to NRM O&M and may lead NRM O&M to update the Slice RRM policies/restrictions configuration.
Proposal 1: Nokia to update TP for BL CR 38.300 with only the above sentence to be presented during the on-line session for further text refinement and agreement. 
Tdoc R3-220662 proposes to explicitly hint in TS 38.300 on the scenarios where MCRS and CBRP are applicable, that means not only related to mobility, but could involve situations of UE context handling, PDU session handling and mobility:
The NG-RAN node may use Multi-Carrier Resource Sharing or Configuration based Resource Repartitioning to allocate resources to a slice during procedures like UE Context Handling, PDU Session Setup handling and mobility as described in 16.3.4 to support the slice service continuity in case of slice resources shortage.

Q2: Ae you ok to add the text in R3-220662 and any comment on that text? 

	Company
	Comment

	Nokia
	OK. It seems indeed better to cover this here than in section 16.3.4.

	Ericsson
	Apart from the renaming of “Resource Partitioning” into “Configuration Based Resource Partitioning” we do not see the point of adding this text. MCRS and CBRS can be used at any time by the RAN to handle resource conditions, hence there is no need to spell out the procedures at which the techniques will be used. 

	Qualcomm
	Ok but see no need to add “Configuration based”, as this is fully defined in a subsequent paragraph with reference to 28.541. The rest seems ok. Another option would be to shorten e.g. “The NG-RAN node may use Multi-Carrier Resource Sharing or Resource Repartitioning to allocate resources to a slice during the procedures described in 16.3.4 to support the slice service continuity in case of slice resources shortage”

	Huawei
	Ok. 
Our view is that the applicable scenarios should be described in the stage2, since the specific scenarios are cleary mentioned in the concussion in the TR 38.832 [4], as well as in the WID.
On the adding of the “configuration based”, nice to have it, and no strong view. 

	Samsung
	The revision from QC seems OK.

	CATT
	OK

	Deutsche Telekom
	Generally ok, but we prefer QC’s proposal.

	CMCC
	OK. And we slightly prefer Nokia’s TP, since MCRS and CBRP may have little impact on the AMF selection procedure as specified in section 16.3.4.


Moderator’s summary:

The vast majority of companies agree to have some text to reflect the scenarios of the original TR. However, the need to rename is not shared by all companies. 
Proposal 2: Huawei to update TP in R3-220662 reusing Qualcomm’s words to be presented during the on-line session for further text refinement and agreement. 
Pre-emption

Tdoc R3-220925 proposes to introduce per Slice (therefore per PDU session) ARP i.e. per PDU session/slice pre-emption capability, vulnerability and priority level.  
The moderator assumes that this newly defined Slice ARP would override any of the QoS flows ARP of QoS Flows which comprise the PDU session in case pre-emption needs to be done in a prioritized/shared pool. 
Instead, tdoc R3-220873 doesn’t see the need to introduce any new mechanism because current CN configured ARP has enough granularity and if O&M would configure some additional ARP then this could conflict with CN ARP and create more harm than good:

NG-RAN will be configured with two separate pre-emption mechanism from two different nodes, and it is unclear which pre-emption mechanism the NG-RAN should follow
Tdoc R3-220763 tends to share the same view that nothing additional is needed. For example:

if Operator need to provide priority among different type of Slice(s), it is feasible to allocated more shared resource with limited dedicated resource for low priority slice(s
Tdoc R3-220199 addresses the same question and seeks at least a clarification for the prioritized pool. Especially if a non-member PDU session has a QoS flow which has ARP “not preemptable” and the member PDU session needs to pre-empt the resource? 
The moderator think that it may be good for sake of clarity to differentiate in the following between shared pool, and prioritized pool.

Pre-emption- in shared pool

One could assume that in the shared pool, there is no slice priority per say and in case of overload and need of pre-emption the normal QoS flows ARP mechanisms kicks in. Nothing extra needs to be specified. 

Q3: do you agree that for pre-emption in the shared pool the normal QoS flow ARP mechanism applies or do you see the need to add anything more?  

	Company
	Comment

	Nokia
	Agree. Don’t see the need to specify/add anything for the shared pool case.

	Ericsson
	We agree with the fact that QoS parameters such as ARP determine the allocation and pre-emption priority in shared resource pools. In general, contention of shared resources is Qos based. This is reflected in TS28.541 stating that:
Shared resources: means the resources that are shared with other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The shared resources are not guaranteed for use by the associated rRMPolicyMemberList. The shared resources quota is represented by [rRMPolicyMaxRatio-rRMPolicyMinRatio].


	Qualcomm
	Agree

	Huawei
	Agree, based on the RRM model defined in TS 28.541

	Samsung
	If we’re talking about the pre-emption of QoS flows here, the current mechanism is there, and the answer is definitely YES, even I think we may not need spend time to discuss the pre-emption of QoS flow.
We thought the open issue in the last meeting was whether the QoS ARP mechanism can be used for slice level pre-emption, which may not be a good choice after our analysis, but we’re fine if majority of companies don’t want to go to slice level pre-emption.

	CATT
	Agree

We may follow the SA5 and SA2 specification

	Deutsche Telekom
	Agree. No need for additions.

	CMCC
	Agree. And if operators find it beneficial and necessary for the addition of slice level pre-emption in the future, we can re-open the discussion at that time.


Moderator’s summary:

The vast majority of companies agree that pre-emption in shared pool can be driven by current QoS ARP mechanism and no additions needed.

Proposal 3: agree the following working assumption:

WA: Pre-emption in the shared pool can rely on existing QoS flow ARP based mechanism. Nothing additional is needed. 

Pre-emption- prioritized pool

One example use case for conflict in the prioritized pool is explained in tdoc R3-220199 as follows:
Slice 1 is congested.  A QoS flow of slice 1 with ARP vulnerability set to “not -pre-emptable” is using the prioritized pool of slice 2 because some resources are available in that pool. Later on, a QoS flow of slice 2 needs to pre-empt those resources. There are 3 possible options:

Option 1:  SA5 statement in TS 28.541 prevails over the QoS ARP: the QoS flow of slice 1 is pre-empted despite it had ARP vulnerability set to “not pre-emptable”. 

Option 2: QoS ARP prevails over the statement of SA5 TS 28.541: the QoS flow of slice 2 cannot pre-empt the QoS flow of slice 1 set to “not pre-emptable” even if using resources of slice 2 prioritized pool.
Option 3: we don’t specify which one prevails.
The use case above is assumed to be quite infrequent because it assumes that the QoS flow of slice 2 cannot find any QoS flow of a non-member in the slice 2 prioritized pool which would be “pre-emptable”. But even if rare, Option 3 would mean in this case that vendor A could implement option 1 and a vendor B could implement option 2. 

Q4: what is your view on the conflict example provided above (from tdoc R3-220199) for the prioritized pool and any preference between option 1, option 2 and option 3?  

	Company
	Comment

	Nokia
	We think that we must first acknowledge that there is a conflict. The SA5 model implicitly defines a prioritized slice for the members of the pool, and it should be clarified how far this prioritization goes in case of need for pre-emption. Peharps we don’t need to add any new concept or IE but at least we think that we should clarify in standards which one prevails like we should decide between option 1 or option 2.  

	Ericsson
	The case brought as an example can be avoided by a good implementation. Namely, QoS Flows that have ARP implying “not pre-emptable” can be served by resources prioritized/dedicated to the slice or even shared resources. In the unlikely event that such QoS flow is served in the prioritized resource pool of other slices, SA5´s specifications are already clear in stating that (cfr 28.541): 

“Priortized resources: means the resources are preferentially used by the associated RRMPolicyMemberList. These resources are guaranteed for use by the associated RRMPolicyMemberList when it needs to use them. When not used, these resources may be used by other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The prioritized resources quota is represented by [rRMPolicyMinRatio-rRMPolicyDedicatedRatio]”
So QoS flows of priority pool member slices will always prevail over QoS flows of non-member slices. We do not see the need for any changes to the standard.

	Qualcomm
	A possible view is that these operate at different levels. The SA5 model implies that the resources currently used by slice 1 are not guaranteed, hence it is not that there is pre-emption as such, but that slice 1 needs to manage a reduced resource set – whether this implies that a certain flow cannot continue or not, is more like an implementation issue regarding the existing traffic for the slice, and the resources that the slice can still use.

	Huawei
	We understand this can be handled, based on the RRM model as defined by SA5, as indicated by Ericsson. 
Also we want to highlight is that no need to specify the NG-RAN’s behavior in RAN specification, which is more like SA5 scope. 


	Samsung
	We think this case can be handled well according to the current statement in the specification.

The prioritized resource should be guaranteed for slice 2, the network should guarantee the resource requested by slice 2, if there’s no more resource for other slices after PDU session setup of slice 2, the QoS flow(s) set to “pre-emptable” can be pre-empted, no matter it belongs to slice 1 or not.
 “Priortized resources: means the resources are preferentially used by the associated RRMPolicyMemberList. These resources are guaranteed for use by the associated RRMPolicyMemberList when it needs to use them. When not used, these resources may be used by other rRMPolicyMemberList(s) (i.e. the rRMPolicyMemberList(s) defined in RRMPolicyRatio(s) name-contained by the same ManagedEntity). The prioritized resources quota is represented by [rRMPolicyMinRatio-rRMPolicyDedicatedRatio]”

So no need specify anything.

	CATT
	Share with HW and E///

	Deutsche Telekom
	We also don’t see the need for changes. The explanations given in SA5 specs are clear

	CMCC
	The current definition of Prioritized resources in 28.541implies that SA5 statement prevails over QoS ARP.
For the case raised by the moderator, our understanding is that slice 2 occupies the prioritized resources which are allocated to slice 2 but temporarily used by slice 1 is not a case of pre-emption. In our opinion, the pre-emption only happens when the resource is not guaranteed to any slice.
So no need to specify anything, but we are also fine to capture a Note in stg2 indicating that ‘RAN assumes that SA5 statement on prioritized resource prevails over QoS ARP’ to help better understanding on spec in the future.


Moderator’s summary:

The good news is that all companies seem to converge towards option 1. Most companies think that nothing needs to be specified because SA5 specifications are clear that “prioritized resource prevails over QoS ARP”.

Proposal 4: Take the following working assumption:

WA: For prioritized pool, RAN assumes that SA5 statement on prioritized resource prevails over QoS ARP. 

Q5: do you see the need to add a new “slice ARP” concept as proposed in tdoc R3-220925 (slice pre-emptability, vulnerability, priority level) and if yes how would this interact with the QoS ARP of the individual QoS flows in a prioritized pool?  

	Company
	Comment

	Nokia
	This is related to previous question. At this point we don’t necessarily see the need to add a new concept or IE but this depends on the answers to Q4: Peharps a simple clarification in standards about the conflict is enough (see answer to Q4).

	Ericsson
	As explained above, we believe the standard is clear enough already. We do not see the need of any new addition.

	Qualcomm
	Right now do not see such need; even standards text may not be needed.

	Huawei
	No. this is within the scope of SA5. And we already had the three working assumptions (the current SA5 model is sufficient). And we agree with CMCC’s proposal in R3-220873. 

	Samsung
	This proposal is based on the question whether slice level pre-emption is supported or not.  If yes, we don’t think using current QoS ARP for slice level pre-emption is a good idea, so we’d like to introduce slice ARP in this case. Regarding how to interact with the QoS ARP, we think they should be designed in different levels, slice level pre-emption is used for pre-empting the resources across the rRMPolicyMemberList in PDU session level, while QoS flow pre-emption is used for pre-empting the resources within the rRMPolicyMemberList in QoS flow level
But anyhow we’re fine if majority of companies don’t want to go to slice level pre-emption.

	CATT
	No, the SA5 specification already include the slice resource management policy

	Deutsche Telekom
	No need to introduce a new slice ARP concept. The current specifications are sufficient.

	CMCC
	Our observation is that current QoS ARP mechanism has already provided a finer granularity pre-emption mechanism compared to per-slice ARP, and current QoS ARP has already been able to perform pre-emption operations across PDU sessions.

But we also believe that we can re-open the discussion on per-slice ARP if SA2 identifies it necessary.


Moderator’s summary:

Majority of companies think no need to introduce new concept or IE unless triggered by SA2.
Dedicated Resource (or Resources in dedicated pool of TS 28.541)
Tdoc R3-220925 proposes to agree that the resources of “dedicated pool” in the sense of TS 28.541 can be also temporarily used by other slices which are in resource shortage.

Q6: are you ok with the proposal?  

	Company
	Comment

	Nokia
	No. Was already discussed at RAN3#114 and we have already taken a working assumption to not change SA5 model regarding dedicated pool. 

	Ericsson
	Agree with Nokia. Allowing that unused dedicated resources are used by non member slices would simply transform the resource pool in “prioritized resources”, hence we do not see the reason for such change.

	Qualcomm
	Agree with Nokia.

	Huawei
	Agree with Nokia 

	Samsung
	Yes, we can see it as one kind of internal dynamic adjustment of the RRM policy.

	CATT
	Agree with Nokia and E///. We should not change the definition of “dedicated”

	Deutsche Telekom
	No. As the term says, these are dedicated resources and therefore should be reserved for a slice. If a slice doesn’t need such resources, only prioritized or shared resource may be assigned to it.

	CMCC
	Share view with Nokia.


Moderator’s summary:

The vast majority of companies is against the proposal.
Multi-Carrier Resource Sharing – outside RA
Last RAN3 meeting was an open point with editor’s note concerning whether the new cell can be inside or outside the RA.
Editor’s Note: whether the “new cell” can be outside the RA of the UE is FFS.

Assuming that the Allowed NSSAI is the list of slices allowed in the RA, it is not sure that an operator may accept that SCG resources outside the RA are used. This is because the “validity” of the allowance of slices comprised in the Allowed NSSAI is assumed to be limited to the RA i.e. some slices may not be allowed for this UE outside the UE’s RA.  At last RAN3#114, it was commented that this could remain based on operator’s policy. This would mean that we can have:

· Operator A think that SCG resources may be added outside RA. Therefore, no check needs to be done.

· Operator B think that SCG resources shall not added outside the RA. Therefore, for such policy the serving gNB would need to check whether the SCG to be added is within RA or not and forbid the SCG addition if not. But this would require the serving gNB to know what is the RA of the UE.

Q7: are you ok to send the RA from AMF to gNB or any other way to enable operator of type B who would like to have a “restrictive” policy?  

	Company
	Comment

	Nokia
	If we want to allow operator to choose freely between being operator A or being operator B then sending RA to gNB seems now to become necessary at least for operator B.

	Ericsson
	Firstly, we would like to point out that the UE´s RA is already signalled from AMF to RAN for UEs capable of using Inactive mode, in the Core Network Assistance Information for RRC INACTIVE IE, hence this information may be re-used if wanted, for this case.
We believe that a simple operator´s policy could be the following:

· Allow addition of SCGs outside the serving TA

· Not allow addition of SCGs outside the serving TA

With such policy the RAN does not necessarily need to know the UE´s RA.

Generally speaking it would seem unlikely that cells that can be potentially used as SCG would reside outside the UE´s RA, hence we do not see the need for enhancements to the standard in this case.

	Qualcomm
	We should preferably wait for the reply from SA2. If for example SA2 thinks there is no constraint in general (i.e. as long as correct slice resource is being used), then no signalling might be needed. In addition, there are multiple workarounds as already mentioned by Ericsson.

	Huawei
	Wait for the SA2 reply LS. 

	Samsung 
	Wait for the SA2 reply LS.

	CATT
	Wait for the SA2 reply LS.

	Deutsche Telekom
	We share Ericsson’s view, but let’s wait for the feedback from SA2.

	CMCC
	Prefer to wait for the feedback from SA2.


Moderator’s summary:

A work-around has been proposed that to satisfy operators of type B which want to restrict the SCG to the RA the gNB can already restrict to TA. However, TA is not RA and therefore this work-around obviously introduces an additional restriction which was not desired by the operator of type B. Nevertheless, the majority of companies wants to wait the expected reply LS from SA2 so we can put the topic as to be continued pending SA2 reply.

Proposal 5: to be continued (after receiving SA2 reply LS):

Whether gNB should receive the RA of the UE from AMF in order to help operator which think that SCG resources shall not added outside the RA.
Multi-Carrier Resource Sharing – HO and DC
In order to facilitate MCRS solutions at target gNB during mobility scenarios tdoc R3-220199 proposes that:

· the source gNB sends to target an indication whether the handover is time critical or not: target gNB can then decide whether it has time to “add another cell” in an SN addition (DC) using MCRS when it cannot serve the slice itself and such DC option is available, (option 1)
· or alternatively the target gNB can indicate back to source gNB that it could not serve the slice but MCRS would have been possible, in case source gNB may want to send a second handover preparation for that UE using CHO (conditional handover). (option 2)
Q8: what is your view on this proposal?  

	Company
	Comment

	Nokia
	Option 1:

Indeed if an handover is time critical and target gNB decides to use MCRS (i.e. add another cell using Dual Connectivity for example), this may be detrimental and jeopardize the call (adding a secondary cell in another node will likely take more than 20 ms). Therefore, MCRS in the mobility scenario seems not today doable even if another DC cell is available because target gNB simply has no clue whether the handover is critical in time or not. It will not take the risk.
Option 2:

Option 2 is more challengeable than option 1 because it assumes that source gNB has used CHO for the handover. Then after notification from target the source gNB can do a CHO update to replace the previous CHO configuration which doesn’t include the slice with a new CHO configuration which does include the desired slice. However, this looks more complicated than option 1. Option 1 is preferred.

	Ericsson
	We do not see the need for these improvements. 
It is today possible to exchange per slice resource utilization metrics over Xn. With that, a source node knows if there are available resources/capacity for services of a given S-NSSAI. Note that discussions are ongoing concerning signalling of a combined capacity for MCG and SCG. 

Additionally, the source RAN signals to target RAN the QoS parameters of the QoS flows to be handed over. These QoS parameters indicate the type of service and therefore if the service is delay critical (e.g. ULRRC). 

Hence: 

Source has visibility over slice resources available at target. If no resources are available, a different target can be selected.

Target learns from HO signalling if the QoS flows handed over are time sensitive, hence it decides to admit them with/without DC establishment or to reject the HO 

No enhancements seem needed.

	Qualcomm
	Initially these enhancements and scenario seem to require more analysis.

Option 1: although it has been slightly lost, the MCRS is about DC or CA. Obviously the second option should have no additional delay. For DC, it is also possible to continue with handover with the knowledge that secondary node addition could even be performed afterwards if needed – provided the target is aware of potentially usable SN cells (i.e. matching UE capabilities, with sufficient available resource, and in right coverage area). It is also possible anyway that the target is able to make the decision on immediate SN addition or not based on QoS parameters (also note: this issue is NOT slice specific).
Option 2: This option seems to further increase the handover signalling delay so seems counter-productive, i.e. not a real option for the use case provided.

	Huawei
	We acknowledge more analysis can be discussed. E.g. for option 1, if the existing QoS parameters/TSC assistance information are sufficient to indicate the time critical etc. But this is more like the handover/mobility enhancement, not much relevant to the R17 Slicing WID. 

We may suggest to discuss it separately e.g. TEI17 or even next release. 

	Samsung
	For Multi-Carrier Resource Sharing case, we don’t see the need of option 1 and option2.

But for Resource Repartitioning case, the enhancement in HO ACK message is needed.

We think the proposal 6 in R3-220925 is missed again by the moderator,
Proposal 6, the slice resource change indication including resource type (at least RRC connected users, DRB) should be included in handover request acknowledge message to notify the source gNB for making better handover decision.

Which also relates to the open issue below 
· Whether a slice resource change indication should be included in the handover request acknowledge message?

The resource status of per slice RRC connected UEs and per slice DRBs are not exchanged over Xn currently, if the resource repartitioning happens due to the lack of RRC connected UEs or DRBs for a specific slice, the target gNB can notify this information to the source gNB, so that the source gNB may not chose the gNB as target for the following handover UEs with the same slice resource request, thus it can increase the handover success rate and also keep the continuity of the service.


	CATT
	Need further discussion on this issue. The source node ad target node can be aware the time sensitivity from slice SST and QoS. So the source node and target can decide the HO initialed and whether setup DC to fulfill the slice service.

	Deutsche Telekom
	We currently share Ericsson’s view that such improvements are not needed. If a majority of companies thinks that more discussion and analysis is required, we are also ok to handle it as a separate topic e.g. in TEI17 as proposed by Huawei. 

	CMCC
	We share view with DT.
And as commented by Samsung, we need to have further discussions on the open issue:

Whether a slice resource change indication should be included in the handover request acknowledge message?
At least we need to clarify what slice resource type the slice resource shortage scenario refers to, merely depending on PRB usage, or also considering RRC connections and DRB usage as specified in TS 28.541.


Moderator’s summary:

There seems no agreement on what is meant by “time critical handover” (some company think it is how quick the connection with source gNB will disappear, some others think it is the delay criticality of an application). Samsung ‘s proposal also needs to be discussed.
Given the short time and due to no time to make a second round before the online session we propose to continue the exciting discussion on the two following items at the online session and possibly further.
Proposal 6: to be continued during the online session if time allows or at next meeting:
Whether to signal time critical handover to help target gNB determine if MCRS using DC can be used at target

· (to be debated: handover time critical is how quick the connection with source gNB will disappear or related to delay criticality of an application?)

Whether a slice resource change indication should be included in the handover request acknowledge message

· (to be debated: per slice RRC connected UEs and per slice DRBs are not exchanged over Xn currently?)

4 Second Round

Moderator’s summary:

Majority of companies think …

Proposal 2: TP...

5 Conclusion

The following is proposed:

Proposal 1: TP...
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