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1 Introduction

CB: # SONMDT3_LoadBalance
- Turn WAs to agreements? Continue the discussion on the open issues from last meeting
- One eNB working in EN-DC should also be possible to get aware of the load information of potential target PSCell from other eNBs? Introducing ““Aggregated NR CAC”?

- Try to close this topic, capture agreements and provide the TPs if agreeable
(Nok - moderator)

Summary of offline disc R3-221018
2 For the Chairman’s Notes
RAN3 will enable per-beam MSC without CHO support. FFS, if an option to switch off a beam is needed in case there are CHO users that need to be included.
The proponents of per-slice MSC shall address concerns if HO triggering point can be shifted for selected services, while not for others.
RAN3 will enable appending CAC from cells that may possibly be aggregated with the reporting cell as SCells or PSCells. Filtering of relevant is based on a neighbour relation to the cell requesting load report.
WA: The reporting cell will be enabled to stop reporting.
The 2nd round:
Per-MIMO PRB reporting (details to be reviewed).
Formulating TPs.

Propose the following:
R3-20xxxa, R3-20xxxc merged

R3-20xxxc rev [in xxxg] – agreed

R3-20xxxd rev [in xxxh] – agreed

R3-20xxxe rev [in xxxi] – agreed

R3-20xxxf rev [in xxxj] – endorsed

Propose to capture the following:

Agreement text…

Agreement text…

WA: carefully crafted text…

Issue 1: no consensus

Issue 2: issue is acknowledged; need to further check the impact on xxx. May be possible to address with a pure st2 change. To be continued…
3 Discussion (1st round)
3.1 Per-beam Mobility Setting Change

It has been discussed for a long while and gained significant support at the #114 meeting. However, it has been questioned how CHO is to be addressed with the proposed mechanism. Now, in [6], it is explained that CHO shall not be subject to the mobility setting changes and thus the fact that it can’t be supported in case of per-beam MSC is not a problem.

Question 1-1: Considering the support at the #114 meeting and the explanations provided in [6], can RAN3 agree to enable the feature without CHO support?
	Company
	Answer
	If the answer is negative, please, explain why not.

	Nokia
	No
	We disagree with the arguments given in [6] that CHO and MSC are orthogonal. Actually, they seem very related: MSC is to amend mobility settings to balance load, while CHO is one of the forms of mobility.
However, this is not a strong objection. We will accept per-beam MSC without CHO, if everybody else is fine to enable it.

	Samsung
	No
	We still have concern on the per beam MSC. During the handover procedure, it is the target node to select the beam serving the UE in the target cell, not the source cell. 

If the per cell handover trigger and the per beams handover trigger provide different directions (also several beams needs to be considered), it’s complex for the source node to make a decision.

Per beam handover trigger for handover decision in the source node may downgrade the performance of the handover e.g. the source considered the handover trigger of a candidate beam  but the target has no intention to select that beam for the UE.

	NEC
	Maybe
	As a first step we could enable per-beam MSC without CHO support and then enhance the feature to support CHO.

	Huawei
	No
	We prefer to have a full solution. There is no essential contradiction between beam level MSC and CHO. We should further discuss how CHO works in the scenario where beam level MSC is activated.

	ZTE
	Neutral
	We support the per-beam MSC and have no strong view on per-beam MSC w/o CHO support.

	Deutsche Telekom
	Maybe
	Similar to NEC we see the possibility to start with per-beam MSC w/o CHO support and to enhance it in next step for CHO support.

	Ericsson
	Yes
	There are fundamental differences between what these 2 features (load balancing and CHO) want to achieve. Load balancing needs to happen fast, in order to offload the overloaded cell. But there is no guaranty that CHO will be performed on time so to fulfil the goal of load balancing. Therefore, we do not see a use-case combining the 2.

	BT
	Yes
	We support adding per beam MSC without CHO, as NEC suggested the feature could be further enhanced with CHO if required.


The issue of CHO is addressed also in [1], where it is explained that since nothing prevents using MSC for CHO currently, such limitations shall not be added for enhancements to the MSC. Two options are proposed there to include CHO in the per-beam MSC:
1) Either we send an LS to RAN2 to ask for the needed enhancement to the measurement framework, so that the CHO criteria can be made beam-dependent; or

2) Instead of negotiating per-beam mobility trigger, RAN3 enhances MSC so that the involved nodes can negotiate switching off overloaded beam.

Question 1-2: Considering that CHO can be used with the classic MSC, do you agree to address the problem of CHO in per-beam MSC? If yes, which of the methods above is preferred?
	Company
	Answer
	If the answer is negative, please, explain why not.

	Nokia
	Yes 
(1 or 2, or both)
	As explained above, we think CHO shall be part of the per-beam MSC. Of the two ways to enable it, we think option 2 is the easiest and fastest to implement (purely RAN3’s feature). However, sending an LS to RAN2 is also fine. RAN3 may also consider both options: switching off a beam can be a “max decrease/increase” of the mobility triggering point.

	Samsung
	
	If per beam MSC would be defined, we prefer per-beam MSC without CHO.

	Huawei
	Both
	We share the opinions with Nokia. It is straightforward to increase the handover trigger for the overloaded beam. However, we also need to check with RAN 2, to be aware of the extra enhancements for the measurement framework.

	Ericsson
	No
	Changing CHO feature as a late rel-17 enhancement just for the sake of per-beam MSC with CHO is probably an overkill


Finally, also in [1], the solution for the F1AP that enables the DU to inform the CU about the HO triggering point for selected beams is discussed again. At #114 meeting and before, it was not considered needed for the per-beam MSC. At this meeting, it is explained it is useful also for static adjustment of the triggering point.
Question 1-3: Considering that [1] explains that the per-beam HO triggering point may be useful to help the DU to adjust the load in the static manner (i.e. not necessarily as a part of the per-beam MSC), would you consider it useful solution?
	Company
	Answer
	If the answer is negative, please, explain why not.

	Nokia
	Yes
	

	Samsung
	
	We don’t understand why the DU can decide per-beam HO triggering point. More discussion is needed.

	Huawei
	Yes
	

	ZTE
	
	Same concern with Samsung.

	Deutsche Telekom
	Yes
	

	Ericsson
	No
	Same concern as Samsung and ZTE. Discussion is needed to clarify the roles of CU and DU here. Our understanding is that the CU has enough knowledge and therefore has all the information it needs


3.2 Per-slice Mobility Setting Change

It has been discussed for a long while and gained significant support at the #114 meeting. However, it has been questioned whether it is technically feasible considering that a UE may use services from different slices. Now, in [5], it is explained how this can work.

Question 2-1: Considering the support at the #114 meeting and the explanations provided in [5], can RAN3 agree to enable the feature?
	Company
	Answer
	If the answer is negative, please, explain why not.

	Nokia
	Yes / neutral
	We’re fine to enable it, though we encourage RAN3 to see if the proposed handling of the slices can be made even simpler.

	Samsung
	No
	Normally a UE will have several ongoing PDU sessions (corresponding to different slices). It's difficult to consider several handover triggers in reality. For example
Source cell 1, Target cell 2

S-NSSAI-1, S-NSSAI-2, S-NSSAI-3 in cell 1, 

S-NSSAI-1, S-NSSAI-2 in cell 2

Considering handover trigger per cell, the handover should be triggered earlier. Considering handover trigger for S-NSSAI-1, the handover should be triggered later. Considering S-NSSAI-2, the handover should be triggered even more earlier. No handover trigger for S-NSSAI-3 could be refereed (cannot be considered)

More granularities indeed provide more information. But it will bring more alternatives for implementation. Some implementation may downgrade the performance. Especially for inter-vendor case.

	NEC
	Yes
	We support to enable this feature.

	Huawei
	Yes
	The slice comprise a group of services and different slices may have different requirements for handover performances and resources. Thus it’s beneficial to introduce slice level MSC. We can set MSC for different slices. 

	ZTE
	No
	The slice could support different services, it could be difficult for the target node to handle the handover with different offsets for different slices.

	Deutsche Telekom
	Yes, but
	In principle, we see it useful at least for slices carrying services with homogenous characteristics. The approach selected in [5] allows the differentiated handling of such slices. Nevertheless, it also doesn’t cover well the scenario where slices have services with different characteristics.

	Ericsson
	No
	First of all, MSC is a procedure originally meant to regulate handover in a generic way, i.e. without a dependency on other dimensions (including service). Mobility optimization per service can be done (and has been done) via implementation. 

Also, our previous concerns do not seem to be addressed by the solutions described in [5]. A same service (5QI) can be mapped to different S-NSSAIs, and a UE can have multiple S-NSSAIs active at the same time. Introducing a per-slice offset does not guarantee that a certain service will always have a different handover trigger point compared to another service. That will depend on the S-NSSAI to which the services are mapped to. So, preference for option 3 (with an ordered list of HO trigger per S-NSSAI) does not prevent from selecting sub-optimal mobility.

	BT
	Yes
	We support to enable this per slice MSC as per Huawei explanation. In our view the proposal in [5] to solve UE with multiple slices to a single HO trigger could be a workable solution.


3.3 Load in aggregated cells

It has been discussed for a long while and at #114 an agreement was reached:

RAN3 agrees to work on a solution as light as possible for informing about other cells that are relevant to UEs served by a cell and that can be configured as PSCell or SCell for the UE.

Now, solutions are proposed to implement the agreement:
1) In [3], it is proposed to report CAC of the cells that are possible SgNB cells to the reporting cell. There two variants of the solution:
a. The CAC is reported per each possible SgNB (the reporting node may optimise the report to avoid duplications); or

b. A combined CAC per all possible SgNBs is provided.

2) In [6], it is proposed that a CAC thresholds are set and the reporting node include a list of possible SgNBs (or candidates for CA) that meet the CAC threshold criteria.

3) In [1], it is discussed that the load shall be reported per possible SgNB cell (as in solution 1 above), but the list shall be limited to the cells relevant for the UEs that may possibly be subjects of the MLB HOs. The actual signalling is not proposed though.

Question 3-1: Which of the methods proposed now is preferred?
	Company
	Answer
	Any comments or enhancement suggestions?

	Nokia
	3
	We proposed 3, however, without details yet. We think that thresholds-based filtering of solution 2 does not answer the need: the reported cells may still be not relevant for the UEs that may be subject of MLB mobility. 

On the other hand, opt. 1a may result in too large lists, while 1b offers very little information (perhaps it should be “minimum” CAC of all cells?).

	Samsung
	
	We are not keen on this feature. The reason is that whether DC or is approriate after handover and which SN is suitable for DC or CA are decided by target MN. If the source node decide MLB based on guess, it may result in sub-optimal service performance. 

	Huawei
	1a or 3
	Option 3 seems most efficient. We think the filtering could be up to implementation and configuration.

Option 2 may cause the reported cells have no relevance with the specific UE. Option 1b is helpless in selecting the CA candidate gNB.

	CATT
	1a+3
	Of course the filtering raised in 3 is good. We may capture explicitly that each “potential PSCell” should neighbour to at least one cell served by the receiving eNB.

	Deutsche Telekom
	1a + 3
	This combination seems to make sense to reduce the amount of reported SgNB cells. 

	Ericsson
	2 (possibly 3 or 1a)
	Limiting the signalling and avoid duplication of CAC metric for the same cell is the key. MN may have many cells which can be configured as PSCells or SCells. 2 is the most efficient solution, and gives the control to the source node, which is in charge of triggering the HO. 1a and 3 may also be used, but the signalling gain is unclear (not detailed or up to implementation), and need more discussion. It also gives the control to the target node, which has less information on what the source node wants to achieve.

	BT
	2 (or possibly 1a+3)
	Solution 2 is our current preferred solution; this would give sufficient information.

Further details would be needed of solution 3, we are not sure if the filtering would reduce the size of the list significantly.


3.4 Enhancements to the load reporting

It has been discussed for a while to enhance the load reporting with indication of stop, pause and resume. At #114 meeting, it was widely supported to enable at least the stop indicator. This is further discussed in [6]. However, in [10], the need for such enhancement is questioned.
This enables us to define following options:

1) Full support for stop/pause/resume is enabled;

2) Only stop indicator is added;

3) No enhancement.

Question 4-1: Considering the support at the #114 meeting and the explanations provided in [6] (but also objections from [10], can RAN3 agree to enable full or partial support for stop/pause/resume? 
	Company
	Answer
	Any comments or enhancement suggestions?

	Nokia
	Yes (option 2) or no
	We think the arguments exchanged before still hold. Therefore, “stop” is the only possible enhancement – if any is needed.

	Samsung
	2)
	

	CMCC
	2)
	For now 2) is enough in our understanding.

	Huawei
	3)
	We think the simplest solution is if the reporting node just omits result. The requesting node can then decide whether the omitted results are important enough and has a long enough time duration of not being reported to trigger a reconfiguration of the measurement. During the reconfiguration the reporting node can indicate limitations (if any).

In general, we prefer to keep the intelligence in one node, namely the requesting node. Adding multiple levels in the reporting node (which is anyway implementation dependent) will not help the requesting node since he will not know what is considered "pause" and what is considered "stop". Further, the LTE solution has the drawback that it is the reporting node that "stops" reporting of certain cells and the requesting node have to comply. This moves the decision to the reporting node which we think is not good. We assume that in NR we do not have this strict limitation of reporting resources related to each cell, since HW is most likely shared.

	ZTE
	3)
	Share the view with Huawei, the existing reporting mechanism in NR could work well.

	Deutsche Telekom
	2)
	We see the addition of a stop indicator as sufficient.

	Ericsson
	1) or 2) as a compromise
	We should at least agree the stop indicator as in LTE.

However, we still think that pause/resume has some benefits. Overload is more likely than in LTE because of the additional reporting elements which have been agreed or may be agreed (e.g. AI). The “pause/resume” mechanism is more suitable for temporary stopping the reporting (e.g. overload) or for situations where the reporting might not be so relevant (e.g. no change in reported values, maintenance mode)


3.5 New load measurement

There are proposals to enable new load measurements:
1) Inactive UEs:
It was discussed before and widely supported. The main concern was if the number of inactive UEs is to be reported per cell or per node. In [6,9] it is proposed to enable the information per cell. Furthermore, in [9], it is proposed to add the information on the overall capacity for storying UE contexts. In [10], however, it is explained that the information on the number of inactive UEs is not needed.
2) PRB usage for MIMO:
It is a new proposal explained in [9]. This information is proposed to be reported per cell.
Question 5-1: Considering the arguments provided in [6,9,10], please, comment which of the enhancement can be agreed?

	Company
	Answer
	Any comments or enhancement suggestions to the supported option?

	Nokia
	1, if any
	As discussed at #114 meeting, we still consider that the capability for storing inactive UEs is node’s capability, not cell’s (there seem to be no context fetch procedure enabled on F1AP, is there?).
Regarding 2, we do not quite understand the motivation (i.e. what load it is supposed to measure and in which node)?

	Samsung
	
	1, not needed. It doesn’t occupy radio resource. Load balancing should be performed based on important metrics e.g. which will bring congestion or service down-gradation.
2, need to understand more

	CMCC
	2 & 1
	2, We strongly recommend PRB usage for MIMO per cell to be introduced as a load metric for MLB enhancement. And we also understand that more clarification is needed.
-In which node?

It is a common understanding that before MSC/handover due to LB, the potential target nodes should report their load to the source node.

So generally speaking any newly introduced load metrics (including PRB usage for MIMO per cell) should be measured by potential target nodes, and reported to the source node in Resource Status Update message from potential target nodes.

-The motivation:

According to our paper R3-220870, wherein the observations can explain our motivation,
Observation 1: According to Operators’ strategy, the source node often uses cell-level PRB usage of the potential target nodes to decide whether/how to perform (mobility) load balancing operations.
Observation 2: It was believed that cell-level PRB usage can be exactly calculated by the reported SSB Area PRB usage by the source node, which is the reason why cell-level PRB usage was not introduced for load reporting in R16.
However, if the source node is responsible for calculating per-cell PRB usage, then issue happens. Let’s assume an example,
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Above Figure illustrates the PRBs scheduled at a potential target node. The gray grid shows that there are totally 100 PRBs available for scheduling. Each box indicates 1 PRB. And after scheduling, UE 1 is allocated by 30 PRBs with 3 MIMO layers. And UE 2 is allocated by 50 PRBs with 1 MIMO layer. And UE 3 is allocated by 40 PRBs with 1 MIMO layer. Please note that MU-MIMO is utilized for UE2 and UE3, i.e. there are 20 PRBs used by both UE2 and UE3.

If we also assume that UE1 is served by SSB Area1, UE2 is served by SSB Area2, and UE3 is served by SSB Area3 (which is a reasonable assumption which could happen in reality), the potential target node will only report that SSB Area1 PRB usage is 30%, SSB Area2 PRB usage is 50% and SSB Area3 PRB usage is 40% to the source node; however, after reception of these SSB Area PRB usage values, 
- The source node has no clue on the scheduled MIMO layer for each UE connected to the potential target node;
- The source node has no clue on whether the scheduled PRBs for those SSB Areas are overlapped or not.
As a result, the source node is not able to calculate an exact cell-level PRB usage of the potential target node. In addition, as commented by some company that the potential target node may always indicate 100% PRB utilization if we do not consider MIMO layer.
Observation 3: The source node is actually unable to calculate the exact cell-level PRB usage of the potential target node by merely the reported SSB Area PRB usage. So it is more appropriate to define a unified way for the potential target nodes to calculate PRB usage per cell.
-What exact load is supposed to measure:

Fortunately, we’ve been provided the exact description on measurements of PRB usage for MIMO per cell in TS 38.314, which provides the total usage (in percentage) of PDSCH/PUSCH physical resource blocks (PRBs) for MIMO in the DL/UL per cell. And we believe such L2 measurement can be reused as a load metric for load balancing.
With the above definitions in TS 38.314, the potential target node is able to calculate the exact cell-level PRB usage, and report this cell-level PRB usage to the source node without any ambiguity.
Again we take above Figure as an example, then the cell-level PRB usage can be calculated by (assuming Alpha=3),
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Then the potential target node can report cell-level PRB usage with 60% using a unified way of calculation.
So our proposal is to introduce cell-level PRB usage for MIMO as a new load metric, and the exact way of calculation reuses the definition given in TS 38.314.
1, we support, and we can reuse 4.2.1.4.2 Mean number of stored inactive UE contexts as specified in TS 38.314 as a starting point.

	Huawei
	2
	For 1, we still concern that the number inactive UEs have no information about the resource status of a cell since it only represents the storage resource.

For 2, we agree the PRB usage calculation in MIMO scenario is beneficial. 

	ZTE
	2
	For 1, we are still not convinced by the potential benefit of this metric, no matter for the per-cell or the per-node granularity.

For 2, as there is no explicit cell-level PRB usage in NR, this metric could be beneficial.

	Deutsche Telekom
	2
	1: We see the problem that number of inactive UEs has no direct cell relation or even node relation in NG-RAN.
2: Makes sense from CMCC’s explanations.

	Ericsson
	1, 2?
	Not sure that PRB utilization for MIMO brings any additional information compared to just PRB utilization in SSB coverage areas.
However, from [9], the motivation of introducing PRB usage for MIMO is a bit unclear. Is the goal of this metric to retrieve the cell-level PRB usage? If that is the case, we would be ok to introduce cell-level PRB usage directly.

	BT
	1 & 2
	We support 1, our preference would be to add the metric per cell, as this would provide potential load information per cell.

2, we are open to further discussion on the benefits of introducing PRB usage for MIMO.


4 Conclusion, Recommendations [if needed]
If needed
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