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Introduction

CB: # AIRAN3_LB
- Discuss the solution, input/output, standard impacts, and remove FFS
- Discuss the impact on split architecture

- Update the flowchart if agreeable

- Capture agreements and open issues, provide TP if agreeable

(ZTE - moderator)

Summary of offline disc R3-221060
Two phases of this email discussion:
Phase 1 Deadline: 23:59 UTC, Wednesday, 19th Jan.

Phase 2 Deadline : 08:00 UTC, Friday, 21st Jan, we will try to come up with agreeable TP in the 2nd phase discussion before online session, if needed.

For the Chairman’s Notes

Propose to capture the following:

Proposal 1:  The following solutions for AI/ML based load balancing is not considered in case of CU/DU split architecture in this release:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 
- AI/ML Model Training is located in the gNB-CU and AI/ML Model Inference is located in the gNB-DU.
Proposal 2: Input information of AI/ML-based load balancing includes: 
Input Information from Local node: 
UE trajectory prediction
Input from neighboring NG-RAN nodes:

UE performance measurement at traffic offloaded neighbour cell

Proposal 3: Update current statement of UE location to “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available”. 

Proposal 4: Output information of AI/ML-based load balancing includes: 
The predicted UE(s) selected to be handed-over to target NG-RAN node (will be used by the RAN node internally)
Proposal 5: Keep FFS whether validity time is applied to all outputs produced by the Model Inference function.
To be continued: 
Which type of outputs of AI/ML based load balancing needs validity time.

Proposal 6:  System KPIs (e.g., throughput, delay, RLF of current and neighbors) could be adopted as feedback information.
Proposal 7: It is proposed to add the following as standard impact: 
New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.

New or enhanced existing signaling procedure to  request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.

New or enhanced existing signaling procedure to request/retrieve feedback information via Xn interface.

To be continued : 

(FFS) Standard impacts: MDT/RRM enhancement in order to collect consecutive UE information 
Proposal 8: It is proposed to update current TR as follows: 
Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN.
Add the flowchart on the solution that AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN. 
Introduce a solid line for training from NG-RAN node to OAM and model deployment from OAM to NG-RAN node.   
Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing.
The title of sections “Model Training at OAM and Model Inference at NG-RAN” and “Model Training and Model Inference at NG-RAN” are missing the keyword “node”.
Add a new section “Locations for AI/ML Model Training and AI/ML Model Inference”

Add a new section “Standard impacts”

Discussion (2nd round)

Comments on the proposals in the 1st round
Companies are invited to provide comments on proposals above in the 1st round.

	Company
	Comment

	Nokia
	We do not support proposal 1 where Inference is in the DU. We would like to keep the solutions simple so that we can finalize the study on time. Limiting inference to the CU seems to be sufficient for the time being.
Regarding proposal 8, it could be OK to capture predicted resource status information or predicted load balancing strategy but on the other hand there may not be much added value to capture proposal 8 at all in the TR now. These details will come out of the solutions in the WI phase and perhaps more interface impacts will be identified then.

  

	Qualcomm
	We have not identified and confirmed any need for MDT enhancement. So, the first bullet of proposal 8 should be removed. 

	Futurewei
	For proposal 1, we suggest the reasons that AI/ML Model Inference to be performed on DU for AI/ML-based Load Balancing should be explained first before the decision. In addition, if AI/ML model training is located at CU while AI/ML model inference is at DU, this means CU has to deploy the trained AI/ML model to the DU which hasn’t been discussed yet.

	Intel
	We don’t agree with P8 “－
MDT signaling enhancement in order to report UE history location information and UE radio measurement.”

For UE location information, as discussed in previous meetings, it is already supported in measurement report. There’s no need to further enhance MDT signaling. Also, we don’t see contributions propose what enhancement is needed to report such information. 



	Samsung
	We do not support P7, resource status information and performance of handed-over UE are enough to show the impact of load balancing. The system KPI and cell level performance are related to multiple factors, such as the number of UE, UE traffic, UE mobility, cell coverage, services, etc. It is not so relevant to the load balancing decision.

For P8-1, same view as QC and FW. It is still unclear about which kind of enhancement is needed for MDT. So we prefer to no include it now. When some enhancement is needed in further study, we can discuss it then.

	Ericsson
	Do not agree with proposal 1. As explained, load prediction at the gNB-CU are sufficient and better than at the gNB-DU and also ensure solution simplicity.

Do not see the need of proposal 2. It is sufficient to have the current flow charts without describing taining/inference at the gNB-CU.

We do not see the need to add Proposal 5. Of course, if one of the outputs is a decision on the HO actions, this needs to include selection of the UEs. 

In proposal 8, we do not agree to focus on MDT only. The proposal could be reworded as:

MDT/RRM measurements enhancement in order to report UE information.

We propose to handle proposal 8 and the agreements for the TP until Monday

	Huawei
	For P1, we disagree. As commented, we think action could be taken at gNB-DU, but inference should be a place which is above gNB-DU where the status of large DUs will be considered


Others
Companies are invited to provide comments on whether to add the following to the solution description “To improve the load balancing decisions at neighbouring gNBs (gNB-CUs), neighbouring gNBs can perform negotiations regarding load balancing decisions.” proposed by [2]
	Company
	Yes/No 
	Comments

	Nokia
	Not sure
	It is not clear from the description how these negotiations will work and how they can help load balancing decisions.   

	Samsung
	Yes
	It is beneficial for nodes to negotiate with each other about load balancing decision in advance to avoid local overload and handover ping-pong. If the most-preferred target cell can not accept the load, the node can select other proper transferring plan timely.

	NEC
	Yes
	For example, neighbor NG-RAN nodes can discuss accept-reject-modify number of UEs for LB HO before initiating actual HO. Similar discussion is ongoing in ES use case.

Also, we agree with Samsung description.

	Huawei
	Not sure
	Similar view as Nokia, how the negotiation would work? To offer a suggestion and then could be acked or nacked? When an offload decision is made, this decision should have already taken local and neighbor status into account, then what kind of negotiations are needed? More clarifications needed.


Moderator’s summary:

2 companies agree, while 2 companies are not sure how the negotiation would work.
No consensus...
Discussion
AI/ML Training and AI/ML Inference deployment
In the current TR37.817, the following deployment scenario including non-split architecture and split architecture for AI/ML based load balancing has been captured:

The following solutions can be considered for supporting AI/ML-based load balancing:

AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 

In case of CU-DU split architecture, the following solutions are possible:

AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

AI/ML Model Training and Model Inference are both located in the gNB-CU.

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.

Other possible locations of the AI/ML Model Inference are FFS.  
proposes to allow Model Inference in gNB-DU at least for CCO based for load balancing. For the CCO (Coverage and Capacity Optimization) based load balancing, gNB-DU makes decision on which coverage configuration to use. The Model Inference for this decision may be deployed in gNB-DU.
[5]  supports AI/ML Model Inference for load prediction at gNB-DU, and the details e.g. how to transfer AI/ML Model via the F1 interface can be further discussed during normative work in R18. 
[8] provides the solution of model training at OAM and model inference at gNB-CU and  the solution of model training and model inference both at gNB-CU.
[9] proposes to consider the different deployment solutions of model training and model inference modules in the split architecture, and flowchart of the solutions in CU/DU architecture are provided below:

Solution #1: Model training at the OAM, and model inference at the CU side

Solution #2: Model training at the OAM, and model inference at DU side
Solution #3: Model training and model inference both at CU side
Solution #4: Model training at CU and model inference at DU side
Based on proposals above, moderator proposes to capture at following solutions in the case of CU/DU split architecture into the TR:

AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 
AI/ML Model Training is located in the gNB-CU and AI/ML Model Inference is located in the gNB-DU.
Question 1: Companies are invited to provide their views on whether to capture solutions that AI/ML Model inference is located in the gNB-DU for Load Balancing above into the TR.

	Company
	Yes/No 
	Comments

	Huawei
	Not sure
	In general, energy/power evaluation is not limited to a gNB-DU only, and the action to take for a gNB-DU should also consider the situation of neighbor into account, then the model train and inference should be better in a place above gNB-DU, we think action could be taken at gNB-DU for some use cases.

	Nokia
	No
	Even though we would otherwise support option b) where Model Inference is located in the DU so that for example a CU can request load predictions (related to DU) from its DUs, we are at the same time concerned to introduce this solution at this stage given that we have to finalize the study in the next meeting.

	Intel
	Yes
	

	NEC
	Yes
	This may be beneficial to additionally consider such deployment scenario.

	Lenovo and Motorola Mobility
	Yes 
	Support locating AI/ML Model inference in the gNB-DU since the gNB-DU has the local inputs e.g. current/historical resource status information for inference, it is beneficial for the gNB-DU to perform Model inference and then inform the output to the gNB-CU.

	Samsung
	Yes
	For DU to provide resource status prediction, it is reasonable to do inference at DU. 

	Ericsson
	No
	Resource prediction for a given cell depends on mobility of served UEs, mobility of UEs in neighbour cells and service characteristics. The gNB-DU does not have any visibility on any of these aspects. We believe it is sufficient for the time being to have inference in the gNB-CU. The gNB-CU can predict load based on knowledge on mobility of served UEs, mobility of UEs in neighbour cells and service characteristics, plus information from the gNB-DU on resource utilisation, knowledge of channel conditions, knowledge from UP flow control and more. 

	Deutsche Telekom
	No
	In principle, it is possible that each gNB-DU is providing predictions to many parameters or KPIs, but this is certainly also possible at gNB-CU based on regular status information provided by the DUs. Fir the MLB case the CU has the advantage to host also information from neighboring cells/nodes to be incorporated. We initially would prefer to focus on a simple deployment approach using CU as host for Model Inference function. Extensions are possible in Rel-18.

	Futurewei
	Not yet
	For mobility load balancing use case, the details for inference on DU side (solution options 3 and 4) are not yet discussed. As load balancing and handover decision will be made on CU, we suggest focusing on solution options 1 and 3 in the SI.

In addition, for solution option 4, it implies the trained AI/ML model (on CU) will be delivered to the DU for it to perform inference; thus, interoperability aspect has to be discussed/worked out as well. 

	CATT
	No
	I think both CU and DU can perform predictions, but we mainly focus on DU provide information to CU and then CU make predictions all the time. If we decide to deploy AI/ML Model inference in DU, there will be much information sent from CU to DU. Considering limited time, we may discuss this issue in next release. 

	CTC
	Yes
	The input data of gNB-DU is more real-time, and the analytic report output by model inference at DU is more convenient for the network to implement.

	ZTE
	Yes
	For the load prediction, DU could provide finer granularity predicted information to DU. The deployment that DU should be possible solution could be considered.

	Qualcomm
	Yes
	For delay sensitive control loop, inference in DU is more efficient, particularly for intra-DU inter-cell load balancing. 

For the CCO (Coverage and Capacity Optimization) based load balancing, gNB-DU makes decision on which coverage configuration to use. The Model Inference for this decision may be deployed in gNB-DU. 


Moderator’s summary:

6 companies state that the deployments where DU performs Model inference could be considered but focus on the deployments where Model inference is located at gNB-CU at current stage considering limited time, while other 6 companies agree to capture solutions that AI/ML Model inference is located in the gNB-DU for Load Balancing above into the TR. 

Proposal 1:  The following solutions for AI/ML based load balancing is not considered as possible solutions in case of CU/DU split architecture in this release:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 
- AI/ML Model Training is located in the gNB-CU and AI/ML Model Inference is located in the gNB-DU.
[9] both provide the flowchart of solutions in case of CU/DU split architecture as follows:
Solution #1: Model training at the OAM, and model inference at the CU side [8][9]

Solution #2: Model training at the OAM, and model inference at DU side [8]
Solution #3: Model training and model inference both at CU side [8]
Solution #4: Model training at CU and model inference at DU side [8][9]
Question 2: Companies are invited to provide their views on whether to capture flowcharts in case of CU/DU split architecture above into the TR.

	Company
	Solution #1 #2, #3, or #4
	Comments

	Huawei
	See comments
	Solution #1 should be a base line, for solution #3, if model training here refers to online training, we think this could also be considered; for solution #2 and 4 where model inference at DU side, we think more clarifications are needed why inference should be done at DU side, what is the benefits comparing with at CU side, as far as LB is concerned.

	Nokia
	Solutions 1,3 could be captured.
	We don’t support solutions 2, 4 (see previous question).

	Intel
	Solution #1, Solution #3, Solution #4
	For model inference to be deployed at DU side, it would be hard for OAM to train such an AI/ML model which can provide accurate low granularity predicted output for DU. Hence, when model inference is deployed at DU side, we think it would be more suitable that Model Training is deployed at CU.

	Lenovo and Motorola Mobility
	Solution 1, 3, 4
	Solution #2 needs further consideration.

	Samsung
	Solution 1 and 3 first
	Due to time limitation, we can study solution 1 and 3 first.

	Ericsson
	Solution 1 and 3
	See previous answer, we do not believe that, for the time being, we should focus on inference at the gNB-DU

	Deutsche Telekom
	Solutions 1 and 3
	Similar to Huawei, we see Solution 1 as baseline. For Solution 3 with model training in NG-RAN/CU we assume that this refers to initial offline training which is performed in Solution 1 in the OAM domain. 

	Futurewei
	Solution options 1 and 3 can be captured in the TR
	Please see our response for Question 1 above.

	CATT
	Solution #1
	Reply LS R3-220133 from SA5 clarify that “SA5 plans to make it a first priority to address the AI/ML model management capabilities to support AI/ML in NG-RAN for the scenario where the AI/ML model training is in the OAM and inference is in NG-RAN”. So in Rel-17, we propose to support AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in CU.

	CTC
	Agree Solution 1, 2, 3, 4
	We should focus on whether DU can perform model inference function. In our opinion, gNB-DU is more convenient to obtain real-time data of cells or terminals, and it may be most suitable for inference involving low-level stack optimization. We suggest to consider the solution of deploying inference in gNB-DU. Therefore, we support the above four options.

	ZTE
	Solution #1, #2, #3, #4
	Solution #1 Solution#3 are the deployments where gNB-CU performs AI/ML model training.These two deployments are agreed in the previous meeting. So it’s reasonable to capture the flowcharts.
Solution#2, Solution#4 are the deployments where gNB-DU performs AI/ML model training. These 2 solutions are related to Q1. We support that for the load prediction, DU could provide finer granularity predicted information to DU and the deployment that DU should be possible solution could be considered.

	Qualcomm
	Solution #1, #2, #3, #4
	As discussion in last question, inference in DU is quite useful. So, we should support #2 and #4.

For inference in CU, we have agreed in previous meeting. So, #1 and #3 should be supported.


Moderator’s summary:

Majority companies agree to capture flowcharts of Solution #1 and Solution #3 in case of CU/DU split architecture into the TR.
Proposal 2: Capture flowcharts of Solution #1 (Model training at the OAM, and model inference at the CU side) and Solution #3(Model training and model inference both at CU side)  in case of CU/DU split architecture into the TR.

Inputs of AI/ML-based Load Balancing
Following information as input for AI/ML-based load balancing are summarized based on contributions:

Input Information from Local node: 
UE trajectory prediction [1][9][11]
Input Information from UE:

UE traffic information (e.g. packet size, packet delay, next packet arrival time) [4][11]
Update current statement to UE location to be aligned among use cases “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available”. [9][12]
Input from neighboring NG-RAN nodes:

UE performance measurement at traffic offloaded neighbour cell [10]
Question 3: Companies are invited to provide their views on whether the above input information listed could be adopted for AI/ML-based Load Balancing. 

	Company
	Which are preferred?
	Comments

	Apple
	3,4
	1 (disagree) – we must be extremely cautious about storing UE location information in the network 

2 (disagree) – new UE measurements should be discussed in RAN2

	Huawei
	See comments
	1&4 could be considered; for 2&3, might also be useful, but we are not sure if such info have to be reported from UE. We think UE location could be useful, but for load balancing or mobility, is cell level info which could also be got by network side, not enough? Similar question also applies to UE traffic info.

	Nokia
	1, 3, 4 : OK
	2: Not OK. Some information on UE traffic may be useful but we don’t need to involve UE for that. Maybe it can get retrieved at the network side.

Related to 3, it was agreed during RAN3 #114e online to our recollection.

	Intel
	1/3 
	For 2, such information is available at the network side also, UE does not need to report. If possible, it would be good to define UE-level packet delay, throughput, etc based on existing L2 measurement in TS28.552 and TS38.314.

For 4, we think UE performance measurement is the feedback information, rather than the input. 

	CMCC
	Ok for 1,3,4
	Not sure whether network side could get the information of 2

	Lenovo and Motorola Mobility
	1,3,4
	For 2, we need to check with RAN2 if new UE measurements are introduced.

	Samsung
	OK for 1, 3, 4
	For 2, it seems NG-RAN node already have such information, and there is no need to get them from UE.

	Ericsson 
	OK for 1, 2, 3, 4
	

	Deutsche Telekom
	Ok for all
	(1) The storage and use of UE location info has to checked with SA3.

As mentioned by some companies, it has to be checked if the info under (2) is already available in the RAN.

(4) addresses certainly a feedback info from other nodes, but it again acts as input for the AI/ML function.

	Futurewei
	Yes for 1, 3, 4
	For 2, it’s not clear how the mentioned traffic information (packet size, packet delay, next packet arrival time) would help AI/ML-based LB.  In addition, some of the UE traffic information may be available from the network.

	CATT
	1,2
	For 3. We have agreed the input of UE location information from UE in last meeting. We do not see the difference.

For 4. It is after traffic offload, so, it is a feedback.

	CTC
	Agree 1,2,3,4
	All of them are reasonable as input information. 

	ZTE
	Agree 1,3,4
	UE trajectory prediction is beneficial to generate the load balancing decision
It seems NG-RAN node already have such information.
Align with other use cases.
Seems beneficial.

	Qualcomm
	Agree 1, 3, 4
	


Moderator’s summary:

Input Information from Local node: 
UE trajectory prediction  (12/13 companies support)
Input Information from UE:

UE traffic information (e.g. packet size, packet delay, next packet arrival time)  (4/13 companies support)
Update current statement to UE location to be aligned among use cases “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available”.  (11/13 companies support)
Input from neighboring NG-RAN nodes:

UE performance measurement at traffic offloaded neighbour cell (11/13 companies support)
Proposal 2: Input information of AI/ML-based load balancing includes: 
Input Information from Local node: 
UE trajectory prediction
Input from neighboring NG-RAN nodes:

UE performance measurement at traffic offloaded neighbour cell

Proposal 3: Update current statement of UE location to “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available”. 

Output of AI/ML-based Load Balancing 

Output Information
Following information as input for AI/ML-based network load balancing are summarized based on contributions:

UE trajectory prediction [1]
Coverage modification (CCO) [3]
Accuracy of the predicted load/resource information [5]
The predicted UE(s) selected to be handed-over to target NG-RAN node [6][10]
The predicted time stamp to handover [6]
Predicted load balancing strategy [13]
Validity Time 4
Question 4: Companies are invited to provide their views on whether the above output information listed could be adopted for AI/ML-based Load Balancing. 

	Company
	Which are preferred?
	Comments

	Apple
	
	1 - we must be extremely cautious about storing UE location information in the network 

	Huawei
	See comments
	1, 2, 4, 6 could be considered; for 3&5, we are still trying to understand the feasibility, for example, how the accuracy should be set, so the inference could work out an accuracy level, and why a time stamp is needed, in order to avoid too earlier or too later HO, if so, do we have any input info which is connected with the timing info?

	Nokia
	1, 4, 5, 6: OK
	Our understanding on 1 is that UE Trajectory prediction doesn’t necessarily need to provide exact UE coordinates. Network could build a trajectory on more coarse granularities such as based on cell IDs. 

2: Not OK. We would like to keep physical layer complexities out of this study and focus on the already complex introduction of AI/ML in the RAN.

3: Not OK. It is unclear why accuracy needs to be sent per output. Accuracy in our view is ML model dependent. One could further argue that predictions are not sent if they do not meet a minimum accuracy requirement.

	Intel
	3/4/5
	Output 6 is covered by output 4 and 5. Compared with a rough wording “strategy”, we prefer to capture the detailed proposal so that it would be easy to identify the standard impact.

	CMCC
	OK for 1,4,5,6
	For 3, not sure how to define accuracy

	Lenovo and Motorola Mobility
	2,3,4,5
	For 1, it seems like intermediate output rather than the final output for AI/ML-based Load Balancing.

For 3, ok. If demanded accuracy for resource status prediction is required from RAN node 1, the RAN node 2 can transmit the output together with the accuracy to RAN node 1.

For 6, how to understand “predicted load balancing strategy”, e.g.  whether/when/how to perform handover or cell reselection?

	Samsung
	OK for 1,3,4,5,6
	For 2, we think the current load balancing decision to transfer the load is set with the base that there is no coverage change. Coverage modification is related to CCO, which is another use case. We’d better to not mix them up. 

I’d like to clarify the 6 to give more details about load balancing strategy. Load balancing strategy is to transfer out a certain amount of load to the target node in a future time point or time period.

	Ericsson
	Maybe 6
	1. We do not see this as an output to be signalled to other nodes. We share the concern from Apple.

2. CCO is not defined for load balancing. AI for CCO shall be part of a different use case.

3. We do not think accuracy can be expressed in a model agnostic way

4. We do not see the point of this output from the point of view of signalling to other nodes. If this output is produced, it should be node internal

5. Load balancing is a fast reacting process, where decisions aere taken on the fly. We do not see the need of this.

For 6. We would like to understand the details of this proposal first.



	Futurewei
	Yes for 1, 4, 6
	For prediction accuracy of load/resource information, the node that performs the prediction can only provide the prediction accuracy information for historical prediction results, not for the prediction result of future traffic. If the intent is to provide historical prediction accuracy, then a time-period should be indicated.

For CCO, even though it can be used as a mechanism to redistribute the load among neighboring nodes, it is not being discussed so far. In addition, CCO itself can be a use case for AI/ML-based approach. 

For 5, according to [6], the predicted time stamp to HO is for near future, as load balancing and HO decision depends on some real-time information, it is not clear such predicted time stamp for future HO would be useful. 

	CATT
	4
	For 1, we also think it is not a final output.

For 2, CCO is another new AI/ML use case different from LB. We do not want to extent the scope of LB.

For 3, it is hard to define and use accuracy.

For 5, Time stamp is used to indicate time point when handover shall be performed. But in my opinion, AI-based Load Balancing shall trigger handover at that time instead of providing a handover plan which includes time point and handover related information.

For 6, I think the Predicted load balancing strategy is the same as load balancing strategy.

	CTC
	Agree 1 ,2, 3, 4, 5,
	6: Agree with Intel, it seems covered by output 4 and 5. 

	ZTE
	Agree 1, 6
	For the load balancing, we support that UE trajectory prediction is beneficial for generating load balancing decision, and share same view as Nokia that UE Trajectory prediction doesn’t necessarily need to provide exact UE coordinates.



	Qualcomm
	1, 2, 4, 6
	CCO should be a very effective solution for load balance.


Moderator’s summary:

UE trajectory prediction  

(7/12 companies support, 2 companies think it is not a final output, and 2companies consider we must be extremely cautious about storing UE location information in the network.)
Coverage modification (CCO)  

(3/12 companies support)
Accuracy of the predicted load/resource information 

(4/12 companies support)
The predicted UE(s) selected to be handed-over to target NG-RAN node 

(9/12 companies support, and 1 company thinks if this output is produced, it should be node internal)
The predicted time stamp to handover

 (6/12 companies support)
Predicted load balancing strategy 

(7/12 companies support, some companies are not clear the details of this output)

Proposal 4: Output information of AI/ML-based load balancing includes: 
The predicted UE(s) selected to be handed-over to target NG-RAN node (will be used by the RAN node internally)
Validity time
proposes that validity time can be used to indicate a time interval during which Model inference outputs are valid. 

[6] proposes that validity time is corresponding to the set of AI/ML-based load balancing outputs and applied to all outputs produced by the Model Inference function.

[10] consider whether validity time can be applied to outputs produced by the Model Inference functions should be based on the specific use case and the feature of the inference output.

Question 5: Companies are invited to provide their views on whether validity time is applied to all outputs produced by the Model Inference function, and remove FFS in the TR? 

	Company
	Yes/No
	Comments

	InterDigital
	Maybe
	Has some benefit but I believe in some way would apply to the other use cases

	Huawei
	Not sure
	As indicated in our discussion paper, whether validity time can be applied to outputs produced by the Model Inference functions should be based on the specific use case and the feature of the inference output. For load balancing, for instance, if the output is prediction, maybe there is no need to have a validity time, but if the output is a kind of traffic offloading action, then there might be a need for a validity time, though the benefits is still questionable.

	Nokia
	No
	In our view, to which outputs validity time is applied depends on the type of output so we need to keep FFS in the TR and evaluate it on a case-by-case basis.

	Intel
	Yes
	Agree to remove FFS.

	CMCC
	Maybe
	

	Lenovo and Motorola Mobility
	No
	It depends on the type of output. If the output is load prediction, validity time is needed, and if it is load balancing strategy, there is no need to have such validity time since the strategy would be executed immediately upon the strategy is made.

	Samsung
	Depend on the output type
	It depends on the output type. We suggest to study whether the validity time is needed or not based on each output type in WI phase to explore the detailed standard impact.

	Ericsson
	Agree on validity time for load predictions
	We think that a validity time is needed for the load prediction output. This is useful to be signalled to a neighbour node in order to understand the time frame of the prediction

	Deutsche Telekom
	Maybe
	Use of validity time depends on the type of the output and the possibly triggered action(s).

	Futurewei
	No
	As discussed in previous meetings, validity time may not be needed for all the predictions like those prediction results being generated on a pre-defined time granularity. The need for validity time should be discussed for each AI/ML prediction case separately vs. being applied to all outputs.

	CATT
	
	Agree to introduce valid time.

	CTC
	No
	The valid time varies according to the characteristics of different inference outputs. Whether it is necessary to define each valid time clearly at this stage needs further discussion.

	ZTE
	No
	We don’t see the benefit of validity time. We suggest to make it clear that which type of output should apply validity time.

	Qualcomm
	Maybe
	Probably not all, but most of the output should have valid time.


Moderator’s summary:

2 companies agree to remove FFS and introduce the validity time, while majorities consider that whether validity time is needed depends on the type of inference output rather than to outputs produced by the Model Inference function. Moderator suggests to keep FFS for validity time in the current TP, and  which type of outputs of AI/ML based load balancing needs validity time can be regarded as open issue.
Proposal 5: Keep FFS whether validity time is applied to all outputs produced by the Model Inference function.
To be continued: 
Which type of outputs of AI/ML based load balancing needs validity time.

Feedback for the AI/ML-based Load Balancing
Following information as feedback information for AI/ML-based load balancing are summarized based on contributions:

System KPIs (e.g., throughput, delay, RLF of current and neighbors) [3]

Cell performance impact after load balancing (e.g., target cell load metrics after mobility, target cell impact on performance after mobility, UE performance in target cell) [4]
Question 6: Companies are invited to provide their views on whether the above feedback information listed could be adopted for AI/ML-based Load Balancing. 
	Company
	Which are preferred?
	Comments

	Huawei
	See comments
	Maybe we should first decide if feedback info from inference for load balancing is needed or not. Also, as commented, if performance evaluation info is needed as feedback, such as system KPI mentioned here, they should be calculated after action is taken. Technically, performance evaluation is needed to judge the model’s efficiency.

	Nokia
	1: OK
	2: Not OK. We think that we have already captured what is necessary in the TR with respect to feedback and 2 seems very similar to it: 

UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)

Resource status information updates from target NG-RAN

	Intel
	
	Compared with system KPI, the performance of handed-over UE is more important for AI/ML model at the source NG-RAN node to evaluate model performance.

Additionally, the source NG-RAN node can also combine all pieces of handed-over UE performance feedback from the target cell into the system performance.

	CMCC
	OK for 1
	For 2, share the view with Intel that UE’s performance is more useful.

	Lenovo and Motorola Mobility
	2
	For 1, not clear about how to derive this as the feedback information for AI/ML-based load balancing.

	Samsung
	
	Resource status information and performance of handed-over UE are enough to show the impact of load balancing. The system KPI and cell level performance are related to multiple factors, such as the number of UE, UE traffic, UE mobility, cell coverage, services, etc. It is not so relevant to the load balancing decision. And UE performance from target node and resource status from neighbor node can help to realize the “global” optimization.

	Ericsson
	1, 2
	2 is particularly important because without knowing the target cell performance it is not possible to deduce if the load balancing action was a good one or not. Reinforcement learning, for example, would be constrained.

	Deutsche Telekom
	1: OK

2: To be checked
	(2) seems to include also UE performance results noted as (4) in Sec. 3.2. Except of having only information on UE level the provisioning of cell level info is certainly useful.

	Futurewei
	Ok for 1
	For 2, UE performance in target cell for those UEs been handed over is already covered in the current TP, and target cell load metrics can be considered as part of the “resource status information updates” in the TP as well.  

	CATT
	
	For 1, we have agreed UE performance information as feedback which can reflect KPI.

For 2, we have agreed Cell level performance after Mobility Load Balancing from target NG-RAN as feedback which is the same as 2.

	CTC
	1: OK
	2: Need more explanation.

	ZTE
	
	UE performance information and UE performance information from target NG-RAN is enough as feedback information for load balancing.

	Qualcomm
	1
	#1 can cover #2.


Moderator’s summary:

System KPIs (e.g., throughput, delay, RLF of current and neighbors)  (6/12 companies support)
Cell performance impact after load balancing (e.g., target cell load metrics after mobility, target cell impact on performance after mobility, UE performance in target cell)  (3/12 companies support)

Moderator tries to conclude that system KPI could be adopted as feedback information of AI/ML based load balancing.
Proposal 6:  System KPIs (e.g., throughput, delay, RLF of current and neighbors) could be adopted as feedback information.
Standard impacts
proposes that reuse existing Handover Request procedure for the source NG-RAN to request the target NG-RAN to start collecting the identified Feedback measurements once the handover procedure is successfully completed.

[4] proposes that load predictions and validity time can be requested for example by reusing and extending existing Resource Status Reporting Initiation procedures, and load predictions can be reported for example by reusing and extending existing Resource Status Reporting procedures.   
proposes the standard impacts for load prediction as listed below:


A RAN node can request its neighbor RAN node to provide load/resource status prediction via RESOURCE STATUS REQUEST message

The neighbor RAN node should respond whether the demanded prediction for traffic load/resource status can be provided via RESOURCE STATUS RESPONSE message

The neighbor RAN node should provide the predicted load/resource status information that demanded by the peer RAN node via RESOURCE STATUS UPDATE message

proposes the standard impacts for AI/ML based Load balancing as listed as below:

MDT signaling enhancement in order to report UE history location information and UE radio measurement.

New signaling procedure or existing procedure to collect the input data information (e.g., resources status, predicted information, etc) from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to retrieve feedback information via Xn interface.

In case of CU/DU split architecture, new signaling procedure or existing procedure to collect the input data information (e.g., resources status, predicted information, etc) from gNB-DU via F1 interface.

In case of CU/DU split architecture, new signaling procedure or existing procedure to retrieve feedback information via F1 interface.
[10] proposes the standard impacts for AI/ML based Load balancing as listed as below:

The existing procedure, e.g. RESOURCE STATUS REQUEST / UPDATE or SON Configuration Transfer, could be considered as the baseline for feedback procedures

NG-RAN nodes can exchange predicted load information via reusing RESOURCE STATUS REQUEST / UPDATE procedure
proposes the standard impacts for AI/ML based Load balancing as listed as below:

Predicted resource status info and performance info from neighbor NG-RAN node to a NG-RAN node.

Predicted load balancing strategy info from a NG-RAN node to neighbor NG-RAN node.

Predicted resource warning info from a NG-RAN node to neighbor NG-RAN node.

Moderator tries to combine the companies’ proposals on standard impacts for AI/ML based load balancing as listed below:

MDT signaling enhancement in order to report UE history location information and UE radio measurement.

New signaling procedure or existing procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to  request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to  request/retrieve predicted resource warning information from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to  request/retrieve feedback information via Xn interface.

In case of CU/DU split architecture, new signaling procedure or existing procedure to  request/retrieve the input data information (e.g., predicted information, etc) from gNB-DU via F1 interface.

In case of CU/DU split architecture, new signaling procedure or existing procedure to  request/retrieve feedback information via F1 interface.

Question 7: Companies are invited to provide their views on the proposals above concluded by moderator.
	Company
	Which are preferred?
	Comments

	InterDigital
	1-5

Maybe 6, 7
	Probably dependent on discussion of DU functionality (above)

	Apple
	
	1 – disagree

New UE measurements should be discussed in RAN2

	Huawei
	See comments
	In general, we think new parameters or info might be needed over Uu and Xn, then the proposals in 1, 2, 3 could be considered; 

for 4, not sure about the warning info;

for 5, ok if we agree to introduce feedback info from inference;

for 6&7, we think F1 interface might be impacted pending on the final solution, but here for load balancing, clarifications are needed for what kind of predicted info/feedback info from gNB-DU (and this implies that we have model inference at gNB-DU which is also questionable).

	Nokia
	1 (radio measurement), 2,3: OK


	1(location information): Regarding the MDT framework, it was agreed that we will reuse existing procedures of SON/MDT as a baseline but our thinking is that we should not rely on UE measurements/location for the purpose of ML Training since this would not be reliable (UE may not be willing to provide this information).

On 1 radio measurements, MDT could be used for reporting existing UE radio measurements. 

4: Not OK. We do not see the need to introduce a new resource warning procedure over Xn. Information on high load or extremely high load can already be conveyed through resource status procedure.

5: Not OK. We haven’t yet discussed all possible information that feedback may contain. We still have an FFS on the possibility of other possible feedback expected. Feedback information is introduced during this AI/ML study and therefore we do not have legacy procedures for it. But for example Feedback related to resource status information from a target gNB does not need to conveyed with a new Feedback procedure (resource status procedure could be reused for that purpose). Thus, we prefer to postpone this agreement to later when feedback content is concluded.

6: Not OK, not needed in the absence of inference in the DU.

7: Not OK, same as 5.

	Intel
	2/5/6/7
	For 1, based on current agreements, there’s no enhancement of MDT signaling is agreed. All UE location information reporting is based on existing MDT procedures.

For 3, it is not clear what is included in load balancing strategy.

	CMCC
	OK for 1-5
	6-7 depend on the discussion of DU functionality

	Lenovo and Motorola Mobility
	1,2,3,5,6,7
	For 4, “resource warning information” is not clear.

	Samsung


	OK for 2,3,4,5
	For 1, it is a little bit unclear what kind of enhancement is needed.

For 6 and 7, it is better to define the input and feedback information related to F1 first.

I’d like to clarify the 3 and 4 to give more details about load balancing strategy and resource warning. 

For load balancing strategy: load balancing strategy is to transfer out a certain amount of load to the target node in a future time point or time period. For example, a node predicts it needs to transfer a certain amount of load to a neighbor node. The node can exchange such predicted load balancing strategy with its neighbors to confirm the transferring plan in advance to avoid local overload and handover ping-pong. If the target neighbor node can not accept the load, the node can make other proper candidate plans to guarantee the successful handover/transferring. Thus, it is beneficial for load transferring efficiency and load balancing.

For resource warning: the predicted own resource status information has been agreed as the output of AI/ML based load balancing, so the node can foresee the trend of resource status change. The reporting procedure takes the Resource Status Reporting as the baseline, which is to report the latest status upon request or to report periodically. For on-demand reporting, when the resource status goes to extremely high, the node can not inform the neighbor nodes such case if there is no request. For periodical one, there may be redundant reporting if configuring to report all the time. Thus to report the special case timely, the node can send a warning message to inform its extremely high load or the extremely high load increasing rate to neighbors. The neighbors can take it as the reference information to make load balancing decisions to avoid local overload and handover ping-pong.

	Ericsson
	Can be left to WI phase
	We see no gain in going through this exercise now, given that these details will be reopened during WI phase.

However, we could be fine with 1, but we need to spell out that UE information do not necessarily need to be reported via MDT, but they can be reported via RRM measurements.

We are fine with 2, 3

We do not see the point of 4. It is possible to deduce situations of overload from resource status information

We are fine with 5

Not OK with 6 as inference is not at the gNB-DU

Ok with 7



	Deutsche Telekom
	Ok for 1, 2, 3, 5
	(4) No need for resource warning info.

(6)/(7) Still dependent on discussion about placement of Model Inference at DU (especially (6)).

	Futurewei
	1: ok

2: ok (use existing procedure is preferred)

3: ok (use existing procedure is preferred)

4: depends

5: ok (use existing procedure is preferred)

6 & 7: depends
	In general, Futurewei recommends reusing existing procedure for information exchanges in Xn and F1 interfaces wherever reasonable to avoid additional overhead in adding new signaling messages. In some cased, if there is no suitable procedure, then new signaling procedure may be introduced. 

For 4, more clarification is needed for what predicted resource warning information means first.

For 6 and 7, we should identify the information/attributes to be exchanged via F1 interface first, then determine whether new or existing procedure is needed/appropriate.

	CATT
	1,2,3,5
	For 1, UE history location information can be achieved by MDT, but it is not the only method.

For 4, warning information is not needed.

For 6 and 7, it is up to Q1.

	CTC
	Agree 1-7
	All of the above should be considered. 

	ZTE
	Agree all except 4
	1: Consecutive input information from UE is important for AI/ML model training. MDT enhancement to support to collect consecutive input information from UE when UE is in Idle/Inactive.
4: Whether resource warning information between NG-RAN nodes is needed should be clarified first.

6,7: When CU performs Model training or Model inference, CU needs to collect input information from DU, and CU may also need feedback information from DU.

	Qualcomm
	Agree all except 1
	We have not identified any need for MDT enhancement.


Moderator’s summary:

MDT signaling enhancement in order to report UE history location information and UE radio measurement. (11/15 companies support)
New signaling procedure or existing procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface. (13/15 companies support)
New signaling procedure or existing procedure to  request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface. (11/15 companies support)
New signaling procedure or existing procedure to  request/retrieve predicted resource warning information from neighbouring nodes via Xn interface. (4/15 companies support)
New signaling procedure or existing procedure to  request/retrieve feedback information via Xn interface.  (12/15 companies support)
In case of CU/DU split architecture, new signaling procedure or existing procedure to  request/retrieve the input data information (e.g., predicted information, etc) from gNB-DU via F1 interface. (4/15 companies support)
In case of CU/DU split architecture, new signaling procedure or existing procedure to  request/retrieve feedback information via F1 interface. (5/15 companies support)
Proposal 7: It is proposed to add the following as standard impact: 
MDT signaling enhancement in order to report UE history location information and UE radio measurement.
New signaling procedure or existing procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to  request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.

New signaling procedure or existing procedure to  request/retrieve feedback information via Xn interface.

Others
Following proposals are to update the flowchart and procedure in the current specification:

Mobility Load Balancing can be enhanced by means of AI/ML by reducing the probability of unintended events, and proposes that examples of such unintended events into the description section. [4]
Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN. [4][12]
Introduce a dotted line for training from NG-RAN node to OAM and model deployment from OAM to NG-RAN node. [4]
Add the flowchart on the solution that AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN. [4][7][9]
Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing. [7][9]
The title of sections “Model Training at OAM and Model Inference at NG-RAN” and “Model Training and Model Inference at NG-RAN” are missing the keyword “node”. [4]
Add a new section “Locations for AI/ML Model Training and AI/ML Model Inference”[7]
Add a new section “Standard impacts” [7][9][13]
One correction in the current 3rd bullet in 5.2.2.2 is “Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAPa”.[7]
In [2] it is proposed to add the following to the solution description “To improve the load balancing decisions at neighbouring gNBs (gNB-Cus), neighbouring gNBs can perform negotiations regarding load balancing decisions.”
Question 7: Companies are invited to provide their views on the proposals above concluded by moderator.
	Company
	Which are preferred?
	Comments

	InterDigital
	2, 3 (maybe)



4, 5

6

7





8

9
	This should be aligned with the other use cases, Mobility shows some model training, and ES does not, do we start with a trained model?

Both for alignment with other use cases

This fixes a drafting mistake, as pointed out, moving the text that is not in the other use cases should be moved, but it could be discussed to be kept, with perhaps a different title, but probably should be moved to keep it aligned with the other use cases. 

Again to align use cases probably beneficial

It is clear that an output from the model in NG-RAN node 1 can’t be a message from neighbouring NG-RAN nodes

	Huawei
	See comments
	For 1, maybe we need to be clear what the unintended events are, then see whether additions could be considered;

For 2, yes, if online training is implemented in RAN side, we may see impacts over Uu and Xn for training purpose.

For 3&4, this could be discussed in the framework CB

For 5, seems ok

For 6, no strong opinion, we think it is also clear without node.

For 7, seems ok, maybe we should task rapporteur to organize the section and paragraph for three use cases in a consistent way; similar comments to 8

For 9, so the intention of this change is that the prediction info could come from some places other than neighbor node? As commented, we don’t think the need for the UE to provide prediction info.

	Nokia
	2,4,5,6,7,8,9:OK
	1: Not OK. We do not see the need to define unintended events for Mobility Load Balancing. This seems to us just normal network monitoring.

3: Not OK, though we acknowledge the intention. Dotted line in our view would signify something “optional” which is not the case here.  

	Intel
	½/4/5/6/7/8/9
	

	NEC
	10
	We propose to update the current description by adding the possibility of negotiations between neighbor NG-RAN nodes with regard to load balancing decisions. This could improve load balancing results, e.g., load distribution and Ues performance after LB HO.

	CMCC
	OK for 2,3,4,5,6,7,8,9
	For 1, share the view with Huawei and Nokia.

	Lenovo and Motorola Mobility
	2,4,6,7,8,9
	For 1, not clear about the necessity to have definition for unintended events for Mobility Load Balancing. 

For 3, needs further check.

For 5, no strong opinion, needs to align with other use cases.

	Samsung
	OK for 2,4,5,6,7,8,9

OK for 1 with comment

OK for 10 with comment
	For 1, it is better to set the unintended event first.

For 10, load balancing decision negotiation is beneficial for load transferring efficiency/load balancing and avoid transferring ping-pong (UE handover ping-pong). We think it is better to negotiate in advance, so that it gives the chance to node to select the candidate decision if the neighbor node can not accept the load during negotiation. So we suggest to negotiate the predicted load balancing decisions.

For 3, it is not clear about “dotted line for training from NG-RAN node to OAM”. What is “training” here? Is that “input for training”? More clarification is needed for 3.

	Ericsson
	Agree to All, except for 7 and 8
	We do not need new sections for the points in 7 and 8, the current section is sufficient

	Futurewei
	Ok for 4, 5, 6, 7, 8
	For 2 and 3, the diagrams across use cases should be kept consistent. 

For 9, it’s the neighboring node’s responsibility to predict its own resource status and send such information when requested. Thus, the wording in the current TP is ok. 

	CATT
	2,3,4,5,6,7,8
	For 1, unintended event is not clear.
For 3, if training data is from NG-RAN1 and NG-RAN2 to OAM, model deploy also shall be sent to NG-RAN1 and NG-RAN2.

For 9, agree with Futurewei.

	CTC
	4, 5, 6, 8
	4: Model training at OAM and model inference at NG-RAN is a possible deployment solution and its corresponding flowchart should be added.

5: For alignment with other use cases.

8: This proposal is essential and the standard impacts need further discussion case by case.

	ZTE
	2,4,5,6,7,8,9
	1: Seems not needed.

3: We think this is also reflected in the framework. We suggest to use the solid line, which is aligned with other use cases.


Moderator’s summary:

Mobility Load Balancing can be enhanced by means of AI/ML by reducing the probability of unintended events, and proposes that examples of such unintended events into the description section. 
(2/13 companies agree)
Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN. (11/13 companies agree)
Introduce a dotted line for training from NG-RAN node to OAM and model deployment from OAM to NG-RAN node.   (3/13 companies agree, and moderator here think bullet 3 is related to bullet 4, so propose to use the solid line to align with other use case.)
Add the flowchart on the solution that AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN. (10/13 companies agree)
Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing. (12/13 companies agree)
The title of sections “Model Training at OAM and Model Inference at NG-RAN” and “Model Training and Model Inference at NG-RAN” are missing the keyword “node”. (12/13 companies agree)
Add a new section “Locations for AI/ML Model Training and AI/ML Model Inference”  (10/13 companies agree)
Add a new section “Standard impacts” (11/13 companies agree)
One correction in the current 3rd bullet in 5.2.2.2 is “Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAPa”.  (8/13 companies agree)
Add the following to the solution description “To improve the load balancing decisions at neighbouring gNBs (gNB-Cus), neighbouring gNBs can perform negotiations regarding load balancing decisions.” (Moderator suggest to discuss it in the 2nd round discussion)
Proposal 8: It is proposed to update current TR as follows: 
Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN.
Add the flowchart on the solution that AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN. 
Introduce a solid line for training from NG-RAN node to OAM and model deployment from OAM to NG-RAN node.   
Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing.
The title of sections “Model Training at OAM and Model Inference at NG-RAN” and “Model Training and Model Inference at NG-RAN” are missing the keyword “node”.
Add a new section “Locations for AI/ML Model Training and AI/ML Model Inference”
Add a new section “Standard impacts”
Conclusion, Recommendations [if needed]

If needed
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