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	CB: # 1302_IAB_Inter_Donor_Mig
General advice: try to converge on the “low hanging fruit” for Rel17 that makes at least a basic solution work. If enhancements are possible, they can be added on top of the “basic” solution, eventually in future releases. 
It is strongly recommended to focus the last 2 meetings discussions on topics that reached maturity and that can realistically be turned into full Stage 2 and Stage 3 specifications
-New Xn procedure: should the procedure be used for multiple purposes, e.g. partial migration, inter-donor redundancy, inter-donor RLF recovery?
· UE associated or non UE associated?
· Should it occur before/after the HO procedure?
· To be used for both boundary and descendant node traffic?
· Support for suspend/modification/release?
-Any details to capture on IKE/SCTP-INIT handshakes?
-Any details to capture about retainability of Xn AP IDs at gNB-CUs?
-IP Address assignment:
· IP address info included by source donor in handover preparation? Inclusion in any other procedure?
· For inter-topology routing, Old IP addresses allocated by CU1 and corresponding QoS info transmitted from CU1 to CU2 via a new XnAP message?
-For revocation of partial migration, should a new procedure be defined or should an existing one be reused?
· Should CU1 be able to trigger revocation?
· Procedure details?
-Is the introduction of partial rejection needed during partial migration and revocation?
(Qualcomm - moderator)
Summary of offline disc R3-221049



This CB#1302 discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: TPs based on agreements of Phase 1.
The deadline for Phase 1 is Thursday, January 20, 23:59:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is officially the same as for all email discussions, i.e., Monday, January 24, 13:00 UTC. We may want to allocate more time to update the ST2 TP in Ph2.
The following discussion includes all contributions listed in the reference section.
The discussion closely follows the topics sent by the WI Rapporteur on the reflector before the meeting, which were also included in the workplan update. The work plan update is discussed under CB 1301.
For the Chairman’s Notes
Propose the following:

P10: Agree to TP to BL CR 38.401 in R3-221231.
P11: Agree to TP to BL CR 38.300 in R3-221326.

PHASE I: Discussion
IP address assignment
The following was agreed for IP address assignment:
For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
· Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.
 
Issue: How can CU2 replace the IP addresses assigned by CU1 to the boundary node without knowing these addresses?
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), CATT (R3-220230), Fujitsu (R3-220402) and Qualcomm (R3-220293).
All contributions propose that for IP address assignment, CU1 includes information on the old IP addresses in the RRC container of the Xn HO Request to CU2.
The following options are discussed:
Option 1: This information includes the old IP addresses.
Option 2: This information includes type/quantity for the old IP addresses.
One contribution proposes that this information also includes the BAP addresses of the corresponding donor-DU1.
Q1: For IP address assignment, should CU1 include (Option 1) the old IP addresses, or (Option 2) the type/quantity information on the old IP addresses into the RRC container to CU2? Should the BAP address(es) of the corresponding donor-DU1(s) be included, too?

	Company
	Option 1 or Option 2?
	Include BAP address of donor-DU1?
	Comments

	Qualcomm
	Option 2
	No
	CU2 needs to know the number of IP addresses (or allocation of Prefix) for each traffic type. It is not necessary for CU2 to know the old IP addresses.
CU2 does not need to know the donor-DU1 BAP address.

	Ericsson
	Option 2
	No
	

	Samsung 
	Option 1 (i.e., reuse existing RRC container during HO procedure) 
	Already contained in the existing RRC container
	We think the intention of option 1 is to reuse the existing RRC container (HandoverPreparationInformation) containing RRCReconfiguration message, which includes:
. IAB-IP-AddressConfigurationList-r16
The above IE contains all IP configurations at the CU1 side, including IP address, Index, usage, and the associated donor DU1. 
With those information, the CU2 can deduce the number of IP addresses required for each type. 
Option 2 seems to require some new IEs in the RRC container, e.g., type and quantity for each type, which has RAN2 impact. 
In this sense, we prefer to Option 1 as the equivalent option of reusing this existing RRC container. Furthermore, with this, the donor-DU BAP address is naturally included, although it is useless for CU2.  

	Lenovo
	Option 2
	No
	The type/quantity for the old IP addresses is enough.

	Huawei
	Option 2
	No
	

	Nokia
	See comments
	
	This is the RRC container in the HO Req message. Both works, but since it is RRC container, so it should be discussed in RAN2. 

	CATT
	Option 1
	
	Agree with SS to reuse the RRC container.
For option 2, IAB node should report which IP address is used and what the type of this IP address to donor CU1.

	Fujitsu
	Option 1
	Yes, contained in the RRC container
	Considering IP address:
We believe the information includes type/quantity as well as old IP address of the corresponding donor-DU1, which are delivered by RRC container.
We choose Option 1, because CU2 need the old addresses to configure the target donor-DU for identify the UL IP packets. The target donor-DU can re-route the UL IP packets with old IP address to the source donor-DU via TNL tunnels to prevent UL packet loss. 
Considering BAP address:
As Rel-16 RRC container is reused to replace IP addresses, CU2 is responsible to construct the RRC message for IAB-node. 
According to ASN.1 structure, each IP address is configured associated to a donor-DU’s BAP address. Since UL routing IDs are not changed, IAB-node should still apply the IP addresses associated to donor-DU1 for UL routing ID. IAB-node needs to know the new IP addresses and the corresponding donor-DU (i.e. donor-DU1), i.e., the destination which the IP addresses are replaced for. 
CU2 should indicate that info by RRC message to IAB-node. The BAP address of donor-DU1 should be exchange via Xn, it can be delivered in RRC container with old IP address by CU1. 
Otherwise, IAB-node will not know how to apply the IP addresses.

	ZTE
	Option 1 
	No 
	Option 1 could be supported without specification impact. 
If option 2 is selected, Xn handover request message needs to be enhanced in order to transmit IP address(es) request information, e.g. type/quantity information. The reason is that, the RRC container (i.e. RRC Context IE) in Xn handover request message includes the HandoverPreparationInformation message. However, IP address request information is not contained in the HandoverPreparationInformation message currently. 
Moreover, if option 2 is used, CU2 is not aware of boundary MT’s old IP addresses or indices. That implies CU1 needs to transfer BMT’s new IP addresses and corresponding QoS info to CU2. The fact is CU1 could obtain BMT’s new IP addresses for F1-U after receiving IAB UP CONFIGURATION UPDATE RESPONSE message from the boundary DU. As we know, the IAB UP CONFIGURATION UPDATE procedure is initiated after CU1 receives updated BH information from CU2 based on the QoS info of migrated traffic. So the new Xn procedure needs to be sent twice from CU1 to CU2. 
For the BAP address of donor -DU 1, we think it doesn’t need to be transferred to CU2. 

	
	
	
	


 
Summary:
As multiple companies pointed out, the RRC container in the XnHO Request already contains the old IP address configuration incl. identifiers as well as the BAP configuration. Therefore, nothing needs to be done.
P1: For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.
Outer-tunnel IP address for non-UP traffic
Issue: If and how the boundary node reports outer tunnel IP addresses it uses for non-UP traffic to CU1.
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), CATT (R3-220230), Ericsson (R3-220161), Huawei (R3-220802) and Qualcomm (R3-220293).
The contributions provided two views:
View 1: CU1 needs to know the outer tunnel IP addresses for non-UP traffic. So that it can send IP-address-specific QoS/priority for non-UP traffic types to CU2 for the DL mapping configuration on donor-DU2. For that reason, these addresses need to be included in F1AP GNB-DU CONFIGURATION UPDATE REQUEST.
View 2: CU1 need not know outer tunnel IP addresses for non-UP traffic. QoS/priority differentiation for non-UP traffic types can also be achieved via IPv6 Flow Label and DSCP. In this case, the DL mapping for these traffic types include the full IPv6 Prefix or all IP addresses configured for this traffic type.
The moderator believes that both solutions work. 
Proponents of View 2 may claim that the solution of View 1 requires multiple DL mappings for each QoS/priority in case multiple individual IP addresses have been allocated for this traffic type. 
Proponents of View 1 may claim that this would also apply to the solution of View 2 for the initial DL mapping configuration to enable exchange of IKE and SCTP packets before the IAB-node has sent the F1AP GNB-DU CONFIGURATON UPDATE REQUEST.

Q2: Do you prefer View 1, i.e., IAB-node reports outer tunnel IP addresses for non-UP traffic in gNB-DU CONFIGURATION UPDATE REQUEST, or View 2, i.e., to not have these IP addresses reported to the CU?

	Company
	View 1 or View 2?
	Comments

	Qualcomm
	Flexible
	We believe that View 2, i.e., do nothing is sufficient. The problem of multiple DL mapping configurations, one per IP address, may exist, but it also exists for View 1.
However, we also fine with View 1 if this is supported by the majority of companies.

	Ericsson
	View 2
	The 2nd approach does the trick with less specification impact. 

	Samsung 
	View 1
	We are concerning whether View 2 can really work. View 2 indicates that the DL mapping for non-UP traffic is based on DSCP/flow label only, which requires all traffic conveyed via the target donor DU cannot set the same DSCP/flow label as the one for the non-UP traffic from the source CU. This may not be achievable since some F1 traffic serving UEs directly connected to the target donor DU use the legacy method (i.e., DSCP/flow label is set by OAM).

	Lenovo
	View 1
	Keep align with the UP-based solution.

	Huawei
	View 2
	The outer IP address is terminated at the SeGW, not at the CU. The SeGW is aware of the association between the inner IP and the newly assigned outer IP during the IKE/SCTP-INIT handshake process. Therefore, the outer IP address is not necessary for the source IAB-donor-CU.

	Nokia
	
	Agree with Qualcomm. 

	CATT
	View 1
	The DL mapping of F1-C should base on IP address + DSCP/FL. View 2 results that the egress BH RLC is the same even if the different IP address would like to map to different egress. But whether the IP address for F1-C can be obtained via OAM?

	Fujitsu
	View 1
	

	ZTE
	View 1
	We slightly prefer view 1 since DL mapping could be based on IP address/DSCP/flow label. 



Summary:

5 companies are in favor of view 1. 
4 companies are in favor of view 2. One of them would have no problem to settle for View 1
Since View 2 means “doing nothing”, it is the baseline. The promoters of View 1 are concerned that the “doing nothing” solution would not be sufficient. If this is the case (or not) may become clearer after further progress is made in the discussion on QoS info/L2 info exchange. We therefore keep this item open.

IPv6 Flow Label used for DL IKE/SCTP-INIT packets
Issue: How CU1 sets IPv6 FL in DL packets of IKE/SCTP-INIT handshakes during migration. How the DL mapping is configured for these packets.
This topic was already discussed in the last meeting, where three options were identified:
· Option 1: All IKE/SCTP-INIT traffic uses the same FL.
· Option 2: CU2 configures two DL mappings, one with IP address, the other with IP address + IPv6 FL, and it applies precedence to longer match. CU1 can set any FL6 for IKE/SCTP-INIT packets.
· Option 3: Initially, DL mapping is only configured based on IP address. QoS info is exchanged after CP has been established and then DL mapping is configured.
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), Huawei (R3-220802) and Qualcomm (R3-220293).
All contributions were in favor of Option 3.
Q3: Which of options 1, 2 or 3 should be used for the handling of DL IKE/SCTP-INIT packets during migration?

	Company
	Option 1, 2, or 3
	Comments

	Qualcomm
	Option 3
	This is the simplest solution. No need to add complexity.

	Ericsson
	3
	

	Samsung 
	Option 3
	There is no stage-3 impact. To realize option 3, the stage-2 spec. need indicate this for the migration procedure. 

	Lenovo
	Option 3
	

	Huawei
	Option 3
	

	Nokia
	Option 2
	Option 3 mandates a configuration update after the QoS info exchange. Why cannot CU2 just configure 2 at the beginning?
Anyway, DU need to have a configuration based on IP address. It may be CU2’s implementation on whether configure addition entry based on IP address + FL before the QoS info exchange. 

	CATT
	Option 3
	

	Fujitsu
	Option 3
	

	ZTE
	Option 2
	We agree that no further enhancements are needed. 
However, we prefer option 2 than option3. In option 3, QoS info is exchanged after the CP has been established. However, we think QoS info could be exchanged earlier to reduce service interruption,e.g. immediately after HO request procedure. 
Besides, CU2 doesn’t know the exact timing when the CP is established between CU1 and boundary node. So how could CU1 determine when to transfer QoS info to CU2 in option 3?

	
	
	



Summary:
7 companies are in favor of Option 3. Note that nothing needs to be specified in this case.
2 companies are in favor of Option 2. This option implies that CU2 includes the IPv6 FL/DSCP used for each non-UP traffic type in the Xn HO Response message so that CU1 can use them for the DL packets.
There is no strong support for such enhancement.

New Xn procedure for boundary node info exchange
RAN3 agreed to introduce a new Xn procedure for the exchange of QoS info and L2 info between CU1 and CU2. 
Issues:
A. Can the new Xn procedure sent before Xn HO/SN addition procedure?
B. If inclusion of a boundary node identifier is needed? Type of identifier? Identifier used after UE Context release?
C. UA vs. NUA message type.
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), CATT (R3-220230), Ericsson (R3-220161), Huawei (R3-220802), Lenovo (R3-220477), Fujitsu (R3-220402) and Qualcomm (R3-220293).
All contributions addressing issue A believe that this Xn procedure should not be executed before the Xn HO/SN addition procedure. One reason named was that if it was sent before, it cannot include IP addresses since these IP addresses are not allocated before the Xn HO/SN Addition procedures.
Q4.1: Can the new Xn procedure be exchanged before the IAB-MT’s Xn HO or SN Addition procedure?

	Company
	Yes/No
	Comments

	Qualcomm
	No
	There might be advantages to send the QoS info beforehand, e.g., lower interruption time. However, this would be an optimization with potentially only marginal benefit. It would also be necessary to address all the details, e.g., such as that of the IP addresses which are not known at this point. We believe there is not enough time in this release for such optimizations.

	Ericsson
	No
	If BMT HO fails, the QoS info is exchanged in vain. 

	Samsung 
	No 
	Without knowing the new IP address, the QoS information to CU2 is useless since CU2 cannot configure the mapping. 

	Lenovo 
	No
	Agree with Qualcomm.

	Huawei
	No 
	The Xn procedure for QoS/L2 information exchange should be after the Xn HO procedure, in partial migration

	Nokia
	Yes
	If no QoS available, there is no need to perform HO or SN addition. It should allow the flexible implementation in CU1, e.g. whether first check HO, or first check QoS. 
We believe this new Xn procedure is mainly for descendant IAB. If no descendant IAB, does CU1 perform this new XnAP procedure?
For Descendant, please consider pervious RAN3 agreement:
For IP address reconfiguration of descendent nodes, if needed:
· An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.
· The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.

So for Samsung comment, the IP address is not an issue. CU1 can include the old IP address, then CU2 provide the 1:1 mapping new IP address. 


	CATT
	No 
	But new Xn procedure is able to send IP address request for boundary/descendant node to CU2

	Fujitsu
	Yes
	The intention of the procedure before HO is to prevent UL packets loss for inter-CU migration as resolved in section service interruption reduction for intra-CU migration. We admit it’s indeed an optimization, but we don’t think there is any concrete reason to not allow F1 transport migration happening before Xn HO. 
Some companies argued the DL IP addresses are not known before Xn HO, but please note that the DL IP info is only useful for DL transport migration rather UL. For UL migration, the service interruption can be reduced when the UL QoS info exchange and IP addresses replacement to IAB-nodes are performed before Xn HO.

	ZTE
	No 
	We think there is no strong motivation to initiate the new Xn procedure before the IAB-MT’s Xn HO or SN Addition procedure.
However, we agree that the new Xn procedure needs to be initiated earlier to reduce service interruption. In order to achieve that, we suggest that old IP address (instead of new IP address) and corresponding Qos info are transferred to CU2. Moreover, old IP addresses need to be sent to CU2 to request IP address allocation. Then CU2 could do the one-by-one IP address replacement. In this way, CU2 could be aware of the mapping between old IP address and new IP address. Then CU2 could derive new IP address and corresponding QoS info after receiving old IP address and corresponding QoS info in the new Xn message. 

	
	
	



Summary:
7 companies believe that the new Xn procedure cannot be sent before the Xn HO/SN Addition procedure.
2 companies believe that it can be sent before.
There is presently not enough support to send this new Xn procedure before Xn HO/SN Addition. However, we do not want to explicitly preclude this option at the present stage.
P4.1: The new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure.

Only a few of the above contributions discussed if an identifier would have to be included. The moderator is wondering how CU2 would know to which boundary node MT this Xn message applies if no such identifier is included. 
Q4.2: A) Should this Xn procedure include a boundary-node identifier? B) What identifier would that be? C) Should this identifier be released after UE Context Release?

	Company
	Comments

	Qualcomm
	A) The new Xn procedure needs to have an identifier of the boundary node. 
B) The ID could be the XnAP UE ID introduced in the Xn HO or SN Add procedure. Alternatively, another identifier is used, e.g., the boundary-node’s BAP address allocated by CU1. This implies that the BAP address is also included in the Xn HO/SN Add Request. We do not have a preference which identifier is used.
C) This identifier should not be released after UE Context Release. 

	Ericsson
	A) Yes.
B) XnAP UE ID of the boundary MT.
C) No, it is needed in case offloading needs to be updated or revoked.

	Samsung 
	A) Identifier of boundary node is needed 
B) BAP address assigned by CU1. If we use the XnAP UE ID, it means that the UE context release cannot be sent to CU1. 
C) BAP address is not released after UE context release

	Lenovo
	A) Yes
B) XnAP UE ID
C) Not release the XnAP UE ID after UE Context Release

	Huawei
	A) Seems needed.
B) XnAP UE ID
C) No. The same Xn AP IDs are used for the HO procedure and the Xn procedure for QoS/IP/L2 information exchange. 

	Nokia
	A). Yes
B). prefer an ID not affected by the UE Context Release. BAP address is an option. 
C). no

	CATT
	a. Depends on whether this is a UA association procedure. 
b. XnAP UE ID
c. No

	Fujitsu
	A) Yes.
B) XnAP UE ID of the boundary MT.
No

	ZTE
	A) Yes
B) XnAP UE ID of the boundary IAB-MT if the XnAP message is UA Xn message. Other identifier if the XnAP message is NUA message.
C) No, in order to achieve that, an indication could be included in the UE Context Release message to indicate that the XnAP IDs need to be retained.

	
	



Summary
There is agreement that a boundary node ID is needed in the new Xn procedure and that this ID should not be released after the UE Context Release message. The views are mixed it this is the XnAP UE ID of the Xn HO/SN Addition message or another identifier such as the BAP address.
The moderator proposes the following:
P4.2: The new Xn procedure to include a boundary-node ID, which is retained after reception of the UE Context Release message. This identifier can be the XnAP UE ID or the BAP address. Further selection expected in next meeting.
To be continued:
If ID = BAP address, the boundary node ID needs to be included in the Xn HO Request/SN Add Request/UE Context Retrieval Response.
If ID = Xn AP UE ID, the retention of this ID after UE Context Release needs to be specified.

The views were split between UA and NUA message type. 
Q4.3: Should this Xn procedure be UA or NUA message type? Why? (Only those replies are considered that include a proper reason)

	Company
	UA vs. NUA
	Why? Other comments?

	Qualcomm
	UA
	This message refers to the boundary-node’s IAB-MT, so it should be a UA message. While we do not see this as a critical issue, we would like to understand why a NUA message type would make more sense. Proponents of NUA are invited to speak up.
The UA message would also address the issue on the identifier for the boundary node.

	Ericsson
	NUA
	At least two reasons:
· The information that the new procedure delivers pertains not only to the BN but also to its descendants.
· After the HO of the BMT, it is the CU2 that serves the BMT meaning that only CU2 could initiate UA procedures pertaining to the BMT. This means that CU1 could not initiate the update of offloading, e.g. demand more traffic capacity. 

	Samsung 
	NUA
	Same view as E///. 
Meanwhile, after HO of boundary IAB-MT, the XnAP association has been released. 

	Lenovo
	UA
	A UA procedure like XnAP HO preparation procedure or S-NG-RAN node Addition Preparation procedure. 
Although the DL/UL traffic may be related to several descendant IAB nodes and UEs, all of them can be subjected to the descendant BH traffic of the boundary IAB node.

	Huawei
	UA
	Similar understanding as QC.

	Nokia
	NUA
	This procedure can be performed before Xn HO, so it should be a NUA. 

	CATT
	slight prefer NUA
	If we agree with the Xn procedure include a boundary-node identifier. Both UA and NUA are ok for us. But based on E///’s comments, we slight prefer NUA. 

	Fujitsu
	UA
	The procedure targets to F1 transport migration due to the migration of boundary node MT, although the message exchange the info for the traffic of boundary-node as well as descendant nodes. 
Actually, CU2 does not care each traffic belongs to which descendant node, but it should determine the traffic transport is migrated pertaining to the migration of boundary node. So, we think it should be a UA message for boundary node MT.

	ZTE
	UA
	We prefer the new XnAP message is UA since the procedure is associated with the boundary IAB-MT. CU2 needs to know which IAB node the QoS info transferred via the new Xn message is associated with so that CU2 could perform corresponding BH routing configurations at the target path. Even if NUA Xn procedure is used, the identity of boundary node needs to be contained in the new Xn message. 
Its true that the information that the new procedure delivers pertains not only to the BN but also to its descendants, but CU2 doesn’t need to differentiate these descendant nodes. CU2 only need to know the boundary node these traffic goes through. 

	
	
	



Summary
The views if NUA or UA are mixed. It seems that both solutions work. Since this is a ST3 issue, we can resolve it in the next meeting. The moderator would like to include the following in the chairman notes:
To be continued:
· Should the new Xn message be UA if the XnAP UE ID is used as the boundary node ID?
· Can the XnAP UE ID be used for the boundary node if the new Xn procedure is NUA? Why is it not a UA message in this case?


New Xn procedure for descendent node info exchange
The descendent-node info also needs to be exchanged via an Xn procedure. 
Issues:
A. Should the same procedure be used as for the boundary-node’s info exchange?
B. Should this procedure (if different than for the boundary node) include a boundary-node identifier?
C. Should this procedure (if different than for the boundary node) be of UA or NUA type?
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), CATT (R3-220230), Ericsson (R3-220161), Huawei (R3-220802), and Qualcomm (R3-220293). There was strong support for using the same procedure as for the boundary-node info exchange.
Q5.1: Should the descendent-node info exchange use the same new Xn procedure as the boundary-node info exchange?

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	Using one common message is more efficient.

	Ericsson
	Yes
	One reason more why this procedure should be NUA.

	Samsung 
	Yes 
	

	Lenovo
	Yes
	There is no benefit to introduce two separate procedures.

	Huawei
	Yes
	

	Nokia
	Yes
	Again, please remember previous agreement
For IP address reconfiguration of descendent nodes, if needed:
· An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.
· The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.


	CATT
	Yes 
	

	Fujitsu
	Yes
	Use the same procedure.

	ZTE
	Yes 
	The same Xn procedure could be used for exchange of the same type of information of boundary node and descendant nodes. 

	
	
	



Summary
There is agreement that the new Xn procedure is also used for the descendent-node info exchange.
P5.1: One common Xn procedure is used for the info exchange of the boundary node and the descendent nodes.


In case you prefer introduction of a separate Xn procedure for the descendent-info exchange: 
Q5.2: Should the Xn procedure for descendent-node info exchange include a boundary-node identifier? If not, how would CU2 know to which boundary node this info refers, and therefore, to which boundary node to establish the BAP route using the QoS info of this exchange?
	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	



In case you prefer introduction of a separate Xn procedure for the descendent-info exchange: 
Q5.3: Should this Xn procedure for the descendent-node info exchange be UA or NUA message type? Why? (Only those replies are considered that include a proper reason)
	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	




Revocation of partial migration and redundancy offload
In last RAN3 meeting, it was agreed:
For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. 
It is FFS whether the Xn Handover is used procedure. 
It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.
Issues:
A. Which procedure is used for revocation of partial migration?
B. Can revocation of partial migration be triggered by the F1-terminating CU?
C. Can revocation of partial traffic offload be triggered by the non-F1-terminating CU?
D. Should revocation include indication of BAP path/resource release to the non-F1-terminating CU?
This topic was discussed by ZTE (R3-220138), Samsung (R3-220559), Nokia (R3-220821), CATT (R3-220230), Ericsson (R3-220161), Huawei (R3-220802), Lenovo (R3-220477), Fujitsu (R3-220402) and Qualcomm (R3-220293).
There was strong support to use the Xn HO procedure for the revocation of partial migration, i.e., CU2 initiates Xn HO to migrate the boundary node back to CU1.

Q6.1: Do you agree that for revocation of partial migration, Xn HO procedure is used, and that this procedure is initiated by the non-F1-terminating CU? 

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	This is the most obvious and simplest solution.

	Ericsson
	See comment
	In partial migration both CU1 and CU2 should be able to request the revoking:
· For CU2-triggered revoking, the XnAP HO can be used. 
· For CU1-triggered revoking, CU1 initiates the new procedure towards XnAP and sets the Traffic Indices in the “To be released list” in the request message of the new XnAP procedure for F1 Transport Migration Management (AI 13.2.3, CB#1304). After receiving the request, CU2 initiates the XnAP HO for the boundary MT.

	Samsung
	
	We can see scenarios of revoking initiated by non-F1-termination CU, e.g., the overload in CU2 topology, congestion over the link between the boundary node and it parent node. To support this, Xn HO procedure can be used as non-F1-terminating CU initiated revoking of partial migration. Moreover, such Xn HO procedure based revoking is to revoke all the traffic back to the CU1. 

	Lenovo
	Yes
	

	Huawei
	Yes
	

	Nokia
	Yes
	

	CATT
	
	Xn HO procedure is used and that this procedure is initiated by both F1-terminating CU and the non-F1-terminating CU

	Fujitsu
	Yes and
	We also think there is scenario for F1-terminating CU initiating the revocation of partial migration. For example, the boundary node MT re-establishes to the F1-terminating CU after partial migration, the F1-terminating CU can initiate revocation through sending the UE context fetch request message to the non-F1-terminating CU and non-F1-terminating CU can send revocation request to F1-terminating CU.

	ZTE
	Yes 
	It has already been agreed in last RAN3 meeting that for revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. And we think Xn HO procedure could be reused. 

	
	
	



Summary
The moderator has the feeling that the term “revocation” leads to some misunderstandings since it is not clear if it refers to the migration of traffic from top2 back to top1, or the initiation of the migration of this traffic from top2 back to top1. The moderator therefore tries to avoid the term in the proposals.
There is agreement that XnHO is used by CU2 to migrate all traffic back to CU1’s topology. 
P6.1: After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.

Several contributions discussed if the F1-terminating CU can trigger the revocation of partial migration via Xn. In one example given, CU1 initiates partial migration due to overload and wants to revoke partial migration at a later time when the load conditions has ameliorated.
Q6.2: Do you agree that the F1-terminating CU can trigger the revocation of partial migration via Xn? Please provide reasons, in either case, i.e., if you support or oppose this feature. 

	Company
	Yes/No
	Comments

	Qualcomm
	No
	1. There is no reason to revoke partial migration as long as CU2 is not overloaded. If CU2 is overloaded, it itself can initial the Xn HO back to CU1.
2. We believe that IAB load and topology management across CUs should be managed by a central entity (C-SON/OAM). The individual CU has no knowledge about the topology and the load distribution of its neighbor’ IAB networks. Further, partial migration may have tremendous impact on the neighbor topology’s load since it involves an entire subtree. This impact is completely unpredictable for the CU initiating the partial migration.

	Ericsson
	Yes
	Are we really discussing whether CU1 should take back its traffic once the overload has passed?! There is absolutely no reason to keep maintaining the suboptimal path via CU2. CU1 can initiate the new XnAP procedure for F1 Transport Migration Management (AI 13.2.3, CB#1304) towards CU2 by setting the Traffic Indices in the “To be released list”. We really do not understand what the problem is.
So, to summarize:
· For topology redundancy: 
· CU1 can initiate the new procedure to request F1 Transport Migration setup, modification or revoking.
· CU2 can initiate the new procedure to request F1 Transport Migration modification or revoking.
· For partial migration: 
· CU1 can initiate the new procedure to request F1 Transport Migration modification or revoking.
· CU2 can initiate the new procedure to request F1 Transport Migration modification.
· CU2 can initiate the XnAP HO for the boundary MT to request F1 Transport Migration revoking.

	Samsung 
	Yes 
	CU1 can trigger the revoking if the load situation is resolved. Such revoking may be realized by a new class 2 procedure, which can trigger the CU2 perform Xn HO procedure for revoking, i.e., 
The Xn HO procedure from CU2 can be triggered for revocation of partial migration by a new class 2 message sent by CU1

	Lenovo
	No
	There is no need to revoke when improvement of BH link in the topology in CU1 while the BH link in CU2 is still available. 
Revocation in this case may introduce potential next partial migration once CU1’s BH link suffer overload again.

	Huawei
	No
	Since the target topology is managed by CU2, and CU2 understands the load situation of itself, CU2 could trigger offloading process in case of overloaded situation, there is no need to support the initiation of revocation of CU1, i.e., the F1-terminating CU.

	Nokia
	No
	Agree with QC, as long as CU2 is not overloaded. If CU2 is overloaded, it itself can initial the Xn HO back to CU1.
In case of overload, current load balancing based mobility mechanism can be reused, e.g. exchange load info over Xn.

	CATT
	Yes
	Partial migration for offloading is similar as topology redundancy expects Xn HO procedure. In case of the HO procedure from CU1 to CU2 is triggered due to overload on source path, CU1 is able to send an Xn message to CU2 to trigger another Xn HO procedure when source path turn to normal level.

	Fujitsu
	Yes
	As the answer for above question, when the boundary node MT re-establishes to CU1, CU1 can trigger revocation of partial migration. However, we think that should reuse the revocation procedure initiated from CU2 and the UE context retrieving procedure.
We don’t understand the F1 transport modification initiated by CU2 which is proposed by Ericsson. And the revoking initiated by CU1 is also confusing, what’s the difference between “release” and “revoking”?

	ZTE
	No 
	We share the same view with Qualcomm. It’s not necessary that the revocation is triggered by CU1 for load balance purpose when the load at CU1 is low while the load at CU2 is not high either. 

	
	
	



Summary: 
The views are mixed if there is the need for CU1 to trigger the traffic migration in reverse direction. The moderator believes that there is not enough support for an agreement that such trigger is needed.
Ericsson points out that CB 1304 discusses the mechanism for the release of offloaded traffic, and that this functionality can be used to implicitly trigger the XnHO CU2->CU1 (e.g., CU2 initiates XnHO after CU1 has requested release of all offloaded traffic). The moderator agrees that this is a reasonable WF. This discussion, however, should be conducted in CB 1304.



Q6.3: Do you agree that the non-F1-terminating CU of a S dual-connected boundary node can request partial revocation of offload via Xn? Please provide reasons, in either case, i.e., if you support or oppose this feature. 

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	1. Since inter-donor redundancy allows gradual load migration, it can be dynamically handled between the two CUs. This is different from partial migration, where the non-F1-terminating CU commits to the entire load of the subtree.
2. As we stated above, the initiation of inter-donor redundancy should be conducted via a centralized C-SON procedure that operates across IAB topologies.

	Ericsson
	Both CU1 and CU2 should be able to request partial revoking in TopRed
	In TopRed, both CU1 and CU2 can request partial revoking by initiating the new XnAP procedure for F1 Transport Migration Management (defined in AI 13.2.3, CB#1304). This is done by indicating the Traffic Indices in the “To be released list” in the request message of the new XnAP procedure.

	Samsung 
	Both CU1 and CU2 can trigger the partial revoking for topology redundancy 
	For CU1 triggered, it can be achieved by adding traffic to be modified/released list to the new XnAP procedure (e.g., inter-donor transport configuration procedure in our contribution). 
For CU2 triggered, we think this case is because the load problem in CU2 side (e.g., overload of the topology, congestion for a specific routing path or BH RLC CH, etc). Thus, the CU2 can use a class 2 procedure to indicate the problem of its topology, e.g., the congestion status. Then, the CU1 can make decision on the revoking, e.g., modify/release some traffic, and thereby trigger the new XnAP procedure. 
Our intention to have the above method is that the traffic of boundary/descendant nodes are completely managed by the CU1, while CU2 is only a “helper” to the CU1. Thus, how to deal with those traffic should be finally determined by CU1, while CU2 only provides some information to help CU1 make decision. In this sense, there is no need to let CU2 to indicate the released/modified traffic. 

	Lenovo
	Yes
	The topology redundancy case is a bit different from partial migration case.
CU1 can trigger data offloading request to CU2 more than once to gradual offload the traffic to CU2 based on the continuous deterioration on its topology. Conversely, CU2 can trigger the partial revocation request to CU1 more than once if the BH link within CU2’s topology is overload.

	Huawei
	Yes, but
	As commented above, CU2, i.e. non-F1-terminating CU could trigger offloading process, but we think the current Xn procedure being discussed can serve this purpose without any further enhancements.

	Nokia
	Yes
	This is only for Redundancy case. So make it clear in the question.
CU2 can initiate modification/release e, g. in case a BH becomes unavailable. 

	CATT
	Yes 
	

	Fujitsu

	Yes
	The index of the traffic to be revoked should be included in the revocation request, as partial traffic revocation is supported in topology redundancy scenario.
Both the F1-terminating donor and non-F1-terminating donor can request to release part of traffic which is migrated to CU2 topology in the topology redundancy scenario, depending on their own load condition.

	ZTE
	Yes 
	we agree that non-F1-terminating CU can request partial revocation via the new XnAP procedure. 



Summary:
This topic is handled in CB 1304. However, since there is complete agreement, we can capture:
P6.3: The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic back to the F1-terminating-CU’s topology. 


Q6.4: After revocation of partial migration or redundancy traffic offload, should the F1-terminating CU send an Xn indication to release BAP resources to the non-F1-terminating CU?

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	The non-F1-terminating CU does not know if the BAP configurations for offloaded traffic are not used anymore. This applies to partial migration and to redundancy offload. We need to verify in St2 TP if this indication needs to be explicit (or if it could be implicitly derived).

	Ericsson
	Reformulate for now
	For now, we should agree that it is FFS if CU2 should be  explicitly informed or it can deduce that the resources can be released.

	Samsung 
	
	We understand that it is referring to full revocation here. If so, there is no need additional Xn indication. Since the legacy Xn HO procedure already has an indication, e.g., UE context release message. 
Similar for topology redundancy, since the SN release procedure already define it clear. 
In a word, we didn’t see specification impact to indicate the release of BAP resource of non-F1-term. CU, i.e., legacy procedure can be reused.  

	Lenovo
	No
	Since the revocation is triggered by non-F1-terminating CU, non-F1-terminating CU can release the accordingly BH resource without indication from F1-terminating CU.

	Huawei
	Yes, but
	Of cause the F1-terminating CU send an Xn procedure to release BAP resources, but this is not a mandatory behavior; also as E/// commented, we think it is also possible that CU2 could deduce and decide by its own situation.

	Nokia
	No
	

	CATT
	Yes 
	At least for topology redundant, explicit signaling is needed. Because CU2 does not participate in the revoking procedure. It has no idea about when the F1 revoking procedure will finish or which F1 is revoked to source path.

	Fujitsu
	Maybe no
	If the revocation of partial migration or redundancy traffic load is successfully completed, the non-F1-terminating CU need to release BAP resources. There is no need for an explicit indication. It is hard for the F1-terminating donor to predict the need of partial migration or traffic offload in the future.

	ZTE
	No 
	We think existing Xn message could be reused, e.g. UE context release message for revocation of partial migration. Or it could be up to implementation for redundancy scenario. 

	
	
	



Summary:
There are mixed views if this Xn indication is necessary. Several companies believe that nothing needs to be done.


Other issues
Issue: For Xn HO and NRDC setup, the PDU Session Resource to be Setup is mandatory, while for IAB, the DRB is not mandatory.
This issue was raised by Huawei (R3-220802). The contribution proposes two alternatives:
· Alt #1: reuse the “IAB Node Indication” IE, it will be presented only if the IAB-MT has no PDU session.
· Alt #2: a new indication IE is introduced for the no PDU session case for HO and DC procedures.
Q7.1: Do you agree that this is an issue? Which of Alt #1 or Alt #2 do you prefer? Are there other alternatives? 

	Company
	Comments

	Qualcomm
	Yes. We are fine with Alt #2. We do not support Alt #1.

	Ericsson
	This is an issue. We support #2.

	Samsung 
	For OAM traffic, the PDU session is needed. 
I guess here is looking for the case where OAM traffic is via BH layer. If so, Alt. 2 can be used. 

	Lenovo
	Yes, and we prefer Alt. 2.

	Huawei
	Yes. Both alternatives could work, no problem to go for alt#2 if majority prefer

	Nokia
	Ok for Alt #2

	CATT
	Alt.2 

	Fujitsu
	Fine with #2.

	ZTE
	Yes, we prefer Alt2. 



Summary:
Agreement that Alt2 should be supported. We also need to include UE Context Retrieval.
P7.1: For Xn HO, NRDC setup, and UE Context Retrieval, a new indication IE is introduced to indicate that the IAB-MT does not support a PDU session.


Issue: For inter-donor redundancy, CU2 can partially or fully reject traffic offload.
This issue was raised by Lenovo (R3-220477). 

Q7.2: Do you agree that the dual-connected non-F1-terminating CU can partially reject traffic offload? Please provide reasons. 
	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	This allows the two CUs to manage the gradual traffic off load. In particular, it allows the non-F1-terminating CU to avoid overload due to offload. 

	Ericsson
	Yes
	The proposal is about partial rejection, not rejection per se.

	Samsung 
	Yes 
	

	Lenovo
	Yes
	Non-F1-terminating CU can partially reject traffic offload based on the QoS information or its capacity of backhaul resource.

	Huawei
	Yes
	Yes, this allows a flexible way of offloading, i.e. partial offloading.

	Nokia
	Yes
	This may be implemented in a Failed List IE in the response message

	CATT
	Yes 
	

	Fujitsu
	Yes
	Both fully reject or partial reject should be supported.

	ZTE
	Yes 
	



Summary:
There is agreement on this topic. We already have a WA which we could convert to an agreement.
P7.2: Convert WA to agreement: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.




Issue: IP address information for RLF recovery.
This issue was raised by Huawei (R3-220802). 
RAN3 agreed:
RLF recovery uses the existing Xn procedure for fetching the context of the boundary IAB-MT, and the new Xn procedure for enabling the inter topology migration of F1 transport.
For IP address allocation during RLF recovery, same mechanisms to be used as for partial migration.
R3-220802 proposes that for inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the Retrieve UE Context Response message. 
Q7.3: Do you agree that for inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the Retrieve UE Context Response message? 

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	

	Ericsson
	Yes, in RRC container
	

	Samsung 
	Yes 
	After receiving the IP addresses via the RRC container, the CU2 can assign new IP address via RRCReconfiguration message to boundary node. 

	Lenovo
	Yes
	

	Huawei
	Yes
	

	Nokia
	Yes, in RRC container
	

	CATT
	Yes 
	

	ZTE
	Yes 
	Same as migration scenario, it could be included in the RRC container in the Retrieve UE Context Response message.



Summary:
There is agreement on this topic.
P7.3: For inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the RRC Container of the Retrieve UE Context Response message. 




Issue: XnAP transport migration for RLF recovery.
This issue was raised by Ericsson (R3-220161). 
R3-220161proposes that for inter-donor RLF recovery, the transport migration via the new Xn procedure is performed conducted by the F1-terminating CU after it receives the Retrieve UE Context request.
Q7.4: Do you agree that for inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request? 

	Company
	Yes/No
	Comments

	Qualcomm
	Yes
	This is essentially the same as for partial migration. Obviously, transport migration cannot begin before the recovering node has performed the GNB-DU CONFIGURAITON UPDATE.

	Ericsson
	Yes
	

	Samsung 
	Not sure 
	“after it receives the Retrieve UE context request” is unclear. 
In partial migration case, we have an opinion that the new Xn procedure should be triggered after the SCTP association established since IKE/SCTP related packet is transmitted based on IP address only based DL mapping at the target donor DU. 
For RLF recovery case, it is same. First, the IKE/SCTP related packets should be transmitted first, while the CU2 side should configure the DL mapping for those packet based on IP address only. After the SCTP association establishment, the new XnAP procedure can be triggered. 
Thus, the new Xn procedure can be triggered after the SCTP association is established with boundary node, or receiving gNB-DU configuration update message.  

	Lenovo
	Yes
	

	Huawei
	Yes
	

	Nokia
	Yes
	

	CATT
	Yes 
	Ok with SS’s revise.

	Fujitsu
	YEs
	

	ZTE
	Yes 
	



Summary:
There is agreement on Q7.4. Samsung is concerned that the transport migration may actually have to wait until the recovering IAB-DU’s F1AP gNB Configuration Update has been received. This is a valid point that should be discussed.
P7.4: For inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request. FFS if can be used before the F1AP gNB Configuration Update by the recovering IAB-DU.


Other issues.
Q7.5: Are there other issues that have not been addressed above? 
	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	



Summary: Phase 1
Q1: For IP address assignment, should CU1 include (Option 1) the old IP addresses, or (Option 2) the type/quantity information on the old IP addresses into the RRC container to CU2? Should the BAP address(es) of the corresponding donor-DU1(s) be included, too?
Summary:
As multiple companies pointed out, the RRC container in the XnHO Request already contains the old IP address configuration incl. identifiers as well as the BAP configuration. Therefore, nothing needs to be done.
P1: For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.

Q2: Do you prefer View 1, i.e., IAB-node reports outer tunnel IP addresses for non-UP traffic in gNB-DU CONFIGURATION UPDATE REQUEST, or View 2, i.e., to not have these IP addresses reported to the CU?
Summary:
5 companies are in favor of view 1. 
4 companies are in favor of view 2. One of them would have no problem to settle for View 1
Since View 2 means “doing nothing”, it is the baseline. The promoters of View 1 are concerned that the “doing nothing” solution would not be sufficient. If this is the case (or not) may become clearer after further progress is made in the discussion on QoS info/L2 info exchange. We therefore keep this item open. 

Q3: Which of options 1, 2 or 3 should be used for the handling of DL IKE/SCTP-INIT packets during migration?
Summary:
7 companies are in favor of Option 3. Note that nothing needs to be specified in this case.
2 companies are in favor of Option 2. This option implies that CU2 includes the IPv6 FL/DSCP used for each non-UP traffic type in the Xn HO Response message so that CU1 can use them for the DL packets.
There is no strong support for such enhancement.

Q4.1: Can the new Xn procedure be exchanged before the IAB-MT’s Xn HO or SN Addition procedure?
Summary:
7 companies believe that the new Xn procedure cannot be sent before the Xn HO/SN Addition procedure.
2 companies believe that it can be sent before.
There is presently not enough support to send this new Xn procedure before Xn HO/SN Addition. However, we do not want to explicitly preclude this option at the present stage.
P4.1: The new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure.

Q4.2: A) Should this Xn procedure include a boundary-node identifier? B) What identifier would that be? C) Should this identifier be released after UE Context Release?
Summary
There is agreement that a boundary node ID is needed in the new Xn procedure and that this ID should not be released after the UE Context Release message. The views are mixed it this is the XnAP UE ID of the Xn HO/SN Addition message or another identifier such as the BAP address.
The moderator proposes the following:
P4.2: The new Xn procedure to include a boundary-node ID, which is retained after reception of the UE Context Release message. This identifier can be the XnAP UE ID or the BAP address. Further selection expected in next meeting.
To be continued:
· If ID = BAP address, the boundary node ID needs to be included in the Xn HO Request/SN Add Request/UE Context Retrieval Response.
· If ID = Xn AP UE ID, the retention of this ID after UE Context Release needs to be specified.

Q4.3: Should this Xn procedure be UA or NUA message type? Why? (Only those replies are considered that include a proper reason)
Summary
The views if NUA or UA are mixed. It seems that both solutions work. Since this is a ST3 issue, we can resolve it in the next meeting. The moderator would like to include the following in the chairman notes:
To be continued:
· Should the new Xn message be UA if the XnAP UE ID is used as the boundary node ID?
· Can the XnAP UE ID be used for the boundary node if the new Xn procedure is NUA? Why is it not a UA message in this case?

Q5.1: Should the descendent-node info exchange use the same new Xn procedure as the boundary-node info exchange?
Summary
There is agreement that the new Xn procedure is also used for the descendent-node info exchange.
P5.1: One common Xn procedure is used for the info exchange of the boundary node and the descendent nodes.


Q6.1: Do you agree that for revocation of partial migration, Xn HO procedure is used, and that this procedure is initiated by the non-F1-terminating CU? 
Summary
The moderator has the feeling that the term “revocation” leads to some misunderstandings since it is not clear if it refers to the migration of traffic from top2 back to top1, or the initiation of the migration of this traffic from top2 back to top1. The moderator therefore tries to avoid the term in the proposals.
There is agreement that XnHO is used by CU2 to migrate all traffic back to CU1’s topology. 
P6.1: After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.

Q6.2: Do you agree that the F1-terminating CU can trigger the revocation of partial migration via Xn? Please provide reasons, in either case, i.e., if you support or oppose this feature. 
Summary: 
The views are mixed if there is the need for CU1 to trigger the traffic migration in reverse direction. The moderator believes that there is not enough support for an agreement that such trigger is needed.
Ericsson points out that CB 1304 discusses the mechanism for the release of offloaded traffic, and that this functionality can be used to implicitly trigger the XnHO CU2->CU1 (e.g., CU2 initiates XnHO after CU1 has requested release of all offloaded traffic). The moderator agrees that this is a reasonable WF. This discussion, however, should be conducted in CB 1304.

Q6.3: Do you agree that the non-F1-terminating CU of a S dual-connected boundary node can request partial revocation of offload via Xn? Please provide reasons, in either case, i.e., if you support or oppose this feature. 
Summary:
This topic is handled in CB 1304. However, since there is complete agreement, we can capture:
P6.3: The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic back to the F1-terminating-CU’s topology. 

Q6.4: After revocation of partial migration or redundancy traffic offload, should the F1-terminating CU send an Xn indication to release BAP resources to the non-F1-terminating CU?
Summary:
There are mixed views if this Xn indication is necessary. Several companies believe that nothing needs to be done.

Q7.1: Do you agree that this is an issue? Which of Alt #1 or Alt #2 do you prefer? Are there other alternatives? 
Summary:
Agreement that Alt2 should be supported. We also need to include UE Context Retrieval.
P7.1: For XnHO, NRDC setup, and UE Context Retrieval, a new indication IE is introduced to indicate that the IAB-MT does not support a PDU session.

Q7.2: Do you agree that the dual-connected non-F1-terminating CU can partially reject traffic offload? Please provide reasons. 
Summary:
There is agreement on this topic. We already have a WA which we could convert to an agreement.
P7.2: Convert WA to agreement: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.

Q7.3: Do you agree that for inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the Retrieve UE Context Response message? 
Summary:
There is agreement on this topic.
P7.3: For inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the RRC Container of the Retrieve UE Context Response message. 

Q7.4: Do you agree that for inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request? 
Summary:
There is agreement on Q7.4. Samsung is concerned that the transport migration may actually have to wait until the recovering IAB-DU’s F1AP gNB Configuration Update has been received. This is a valid point that should be discussed.
P7.4: For inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request. FFS if can be used before the F1AP gNB Configuration Update by the recovering IAB-DU.

Further discussion
A bit more comments below (“E///-2”):

P1: For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.
E///: is the motivation for the proposal to avoid standard impact, even though some info useless to CU2, such as old IP addresses, is passed?
[QC] Yes, this is the goal. The overhead is rather small.
 -----------------------
P4.1: The new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure.
 -----------------------
P4.2: The new Xn procedure to include a boundary-node ID, which is retained after reception of the UE Context Release message. This identifier can be the XnAP UE ID or the BAP address. Further selection expected in next meeting.
To be continued:
· If ID = BAP address, the boundary node ID needs to be included in the Xn HO Request/SN Add Request/UE Context Retrieval Response. 
· If ID = BAP address, the boundary node ID needs to be included in the Xn HO/SN Add Request/UE Context Retrieval procedure.
· 
ZTE: Maybe there is another option - new BAP address allocated by CU2. In this option, the boundary node ID doesn’t need to be included in the Xn HO Request/SN Add Request/UE Context Retrieval Response. In contrast, the boundary node ID needs to be sent to CU1 if new BAP address is used as the boundary node ID. So we suggest to remove the sentence “the boundary node ID needs to be included in the Xn HO Request/SN Add Request/UE Context Retrieval Response” and add an FFS “FFS whether BAP address allocated by CU1 or CU2 is used”.
[QC] I changed the “to be continued”.  
· If ID = Xn AP UE ID, the retention of this ID after UE Context Release needs to be specified.
· Should the new Xn message be UA if the XnAP UE ID is used as the boundary node ID?
· Can the XnAP UE ID be used for the boundary node if the new Xn procedure is NUA? Why is it not a UA message in this case?
  -----------------------
P5.1: One common Xn procedure is used for the info exchange of the boundary node and the descendent nodes.
  -----------------------
P6.1: After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.
 -----------------------
P6.3: The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic back to the F1-terminating-CU’s topology.
E///-2: rewording proposed:
· P6.3: The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic and returning the offloaded traffic back to the F1-terminating-CU’s topology.
[QC2] How can CU2 “return back the offloaded traffic”? CU1 controls the boundary node. It can go ahead and migrate it back to top1. 

-----------------------
P7.1: For XnHO, NRDC setup, and UE Context Retrieval, a new indication IE is introduced to indicate that the IAB-MT does not support have a PDU session.
ZTE: We suggest to change “to indicate that the IAB-MT does not support a PDU session” to “to indicate that the IAB-MT doesn’t have a PDU session”. in our view, it’s possible that the MT support PDU session but has no PDU session configured. 
[QC] Fine with me.
-----------------------
P7.2: Convert WA to agreement: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
E///:  P7.2 is from E/// paper, but the question in the CB was about a proposal from Lenovo paper. The proposal is about whether partial rejection is possible. Based on the answers, we can add the following proposal (the XnAP TP in CB#1304 already takes this into account):
· P7.2bis: both full and partial rejection are supported.
[QC] I am not getting this full rejection. If CU2 wants to reject ALL traffic offload, then in can simply reject the HO Request. Am I missing something here.
E///-2: Is it not so that CU1 may want to update the QoS info for already offloaded traffic and CU2 can reject the update?
[QC2] Yes, but wouldn’t this be a line-item update? It seems the “full rejection” is nothing else as a ST3 shortcut for a list of “partial rejections”. If nobody has a problem with it, we can include 7.2 bis. 
P7.2a: Convert WA to agreement: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU. 
P7.2b: Both full and partial rejection are supported.

 -----------------------
P7.3: For inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the RRC Container of the Retrieve UE Context Response message.
  -----------------------
P7.4: For inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request. FFS if can be used before the F1AP gNB Configuration Update by the recovering IAB-DU. FFS if the new XnAP procedure can be initiated before the F1AP gNB Configuration Update for the IAB-DU of the recovering node is executed.

E///:  some rewording for the FFS part:
· FFS if the new XnAP procedure can be initiated before the F1AP gNB Configuration Update for the IAB-DU of the recovering node is executed.
[QC] Fine with me. If nobody objects, I will adopt this modification in the final proposals.
 ZTE: We are fine with Ericsson's revision. 
[QC] I reworded P7.4 accordingly.
 -----------------------
P10: Agree to TP to BL CR 38.401 in R3-22xxxx.
E///:  we provided our inputs in the file
[QC] You haven’t uploaded it yet to the drafts folder.
ZTE: Please find comments from ZTE in the draft TP. The comments are copied in the below for convinience:
1 In step 4, not only new TNL addresses, default BH RLC channel and default BAP Routing ID need to be contained in the RRC configuration as well. 
2. In step 15, the migrating IAB-node reports the TNL address information it wants to use for its F1-U tunnels to the source IAB-donor-CU. However, it is unclear which F1AP message is used. It was agree in RAN3#114 meeting “boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU.”. If existing IAB UP CONFIGURATION UPDATE RESPONSE message is used, this step should be performed after step 18, i.e. IAB Transport Migration Management Response message. The reason is that, the IAB UP CONFIGURATION UPDATE procedure can be initiated after CU1 receives updated BH information from CU2 in step 18, which is configured based on QoS info received from CU1 in step 16. 
3. We think Step 16 could be performed earlier to reduce service interruption, which is similar as in R16 intra-donor migration procedure. In order to achieve that, we suggest that old IP address (instead of new IP address) and corresponding Qos info are transferred to CU2 via the new XnAP message. And CU2 could be aware of the mapping between old IP address and new IP address. Then CU2 could derive new IP address and corresponding QoS info after receiving old IP address and corresponding QoS info in the new Xn message. 
 [QC] Thanks for the feedback. I will wait with the update until after the session today, and only include whatever we have agreed. The TP will not be up for agreement before tomorrow.

Final summary PH1
P1: For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.

P4.1: The new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure.

P4.2: The new Xn procedure to include a boundary-node ID, which is retained after reception of the UE Context Release message. This identifier can be the XnAP UE ID or the BAP address. Further selection expected in next meeting.
To be continued:
· If ID = BAP address, the boundary node ID needs to be included in the Xn HO/SN Add Request/UE Context Retrieval procedure.
· If ID = Xn AP UE ID, the retention of this ID after UE Context Release needs to be specified.

· Should the new Xn message be UA if the XnAP UE ID is used as the boundary node ID?
· Can the XnAP UE ID be used for the boundary node if the new Xn procedure is NUA? Why is it not a UA message in this case?

P5.1: One common Xn procedure is used for the info exchange of the boundary node and the descendent nodes.

P6.1: After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.

P6.3: The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic back to the F1-terminating-CU’s topology. 

P7.1: For XnHO, NRDC setup, and UE Context Retrieval, a new indication IE is introduced to indicate that the IAB-MT does not have a PDU session.

P7.2a: Convert WA to agreement: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
P7.2b: Both full and partial rejection are supported.

P7.3: For inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the RRC Container of the Retrieve UE Context Response message. 

P7.4: For inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request. FFS if the new XnAP procedure can be initiated before the F1AP gNB Configuration Update for the IAB-DU of the recovering node is executed.

PHASE 2: TP to 38.401
R3-220161 (Ericsson), R3-220559 (Samsung, and R3-22802 (Huawei) have provided TP to 38.401 for inter-donor partial migration. 
The moderator has uploaded a consolidated TP.
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