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1	Introduction
CB: # AIRAN5_Mobility
- Discuss the solution, input/output, standard impacts, and remove FFS
- Update the flowchart if agreeable
- Capture agreements and open issues, provide TP if agreeable 
(Samsung - moderator)
Summary of offline disc R3-221061

[bookmark: OLE_LINK13][bookmark: OLE_LINK14]Two phases of this email discussion:
· Phase 1 Deadline: 18:00PM UTC, 19th Jan.
· Phase 2 Deadline: 8:00AM UTC, 21st Jan. Try to have an agreeable TP in the 2nd phase discussion before online session.
2	For the Chairman’s Notes 
Proposal 1: It is proposed not to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization.
Proposal 2: It is proposed to update the procedure of AI/ML model training in OAM and inference in a NG-RAN node:
1. Introduce input information exchange
1. Add NG-RAN node 2 to the diagram and add the step of “Input data for mobility optimization model inference from NG-RAN node 2” to align with other use cases 
1. Add a step after mobility optimization for feedback to O&M
Proposal 3: It is proposed to update the procedure of AI/ML model training and inference in NG-RAN node:
1. Add a box for optional AI/ML model in NG-RAN node 2 to generate required input such as resource status and utilization prediction/estimation etc.
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Training Data from a neighbouring NG-RAN node 
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Inference Data from a neighbouring NG-RAN node 
1. UE mobility information for training purposes is only sent to gNBs that request such information or when triggered.
1. Add a step after mobility optimization action for feedback from NG-RAN node 2 to NG-RAN node 1
Proposal 4: Remove “FFS predicted traffic” in Input Information from the UE.
Proposal 5: Remove “FFS” of “FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)” in Input Information from the neighbouring RAN node.
Proposal 6: It is proposed to add the following as input data:
Input Information from the local node: 
1. Current/predicted UE traffic
Proposal 7: It is proposed to add the following as output:
1. Handover timing corresponding to each predicted cell 
1. Estimated arrival probability,  priority, handover execution timing, predicted resource reservation time window for CHO
1. UE traffic prediction
1. Validity time for the Model inference output predictions if required
Proposal 8: It is proposed to add a section as “Feedback” and add the following as feedback information:
1. Throughput, packet delay of the handed-over UE, etc 
1. Resource status information updates from target NG-RAN
1. Performance information from target NG-RAN, FFS on performance information details
Proposal 9: It is proposed to add the following as standard impact:
          Potential Xn interface impact:
1. New signaling procedure or existing procedure to retrieve input information via Xn interface.
1. New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
Proposal 10: Agree the TP for AI/ML based mobility optimization in R3-221181.

Open issue:
Input Information from the neighbouring RAN nodes: 
1. Predicted UE trajectory information from last serving cell
1. Predicted UE traffic information from last serving cell
1. Predicted achievable QoS parameters
1. UE unsuccessful handover information
Feedback information:
1. UE Mobility/Trajectory from target NG-RAN
Standard impact:
1. Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
1. Predicted UE traffic info from source NG-RAN node to target NG-RAN node

3	Discussion (1st round)
3.1	Use case
In [0267], it is proposed to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization. 
[bookmark: OLE_LINK86][bookmark: OLE_LINK87]Q3.1 Companies are invited to provide views on whether to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization.
	Company
	Yes/No
	Further Comment

	Nokia
	No
	It is unclear how reducing the UE power consumption in RRM measurement is related to mobility optimization.   Mobility optimization is mainly improving robustness, reducing interruption time, enhancing failure recovery and does not aim to optimize power consumption at the UE. Reducing RRM measurements may lead to UE power saving but also may lead to mobility performance issues. Which are the RRM measurements considered here, for neighbouring cells, for serving cell?


	vivo
	See comments
	We are fine with the intention. However, how to generate the RRM configuration and utilize the RRM report relies on gNB implementation. That is, without any enhancement, the gNB can further interpret the RRM report based on limited RRM configuration. 
The proponent shall further explain the spec impact if the model inference locates in the NG-RAN node.

	Samsung
	No
	The mobility optimization is to improve the mobility robustness to reduce connection failure during mobility, unnecessary HO and HO ping-pong. It seems that UE power consumption reduction in RRM measurement is not in scope of mobility optimization. And it depends on implementation. Maybe more clarification is required.

	Apple
	No
	While saving UE power is of course a worthy goal, RAN3 is not the right group to discuss it. 

	Huawei
	See comments
	We think anyway, saving UE power should always be pursued, not only for mobility enhancement but also for other use cases; but we need to be clear on how to achieve this, what is behind the proposal when implementing RAN AI/ML for mobility enhancement, so far no new RRM measurement is introduced, and prediction from UE is still pending which we think would increase UE power saving.

	CMCC
	No
	UE power consumption reduction in RRM measurement is not one target of mobility optimization.

	Intel
	No
	We think it’s pre-mature to consider “reduction of RRM measurement” as the optimization goal of AI/ML based mobility use case for following reasons:
1. It may introduce more handover failure or ping-pong events. The real RRM measurement is important input for mobility AI/ML model training and inference. The accuracy of RRM measurement data will directly impact the accuracy of AI/ML model trained for mobility prediction. It is highly possible that an inaccurate/wrong handover decision will be predicted by the inaccurate AI/ML model, which may lead to handover failure, increase of service interruption, increase the number of ping-pong events, etc. 
2. It is not RAN3 scope to evaluate RRM measurement prediction and whether to reduce the frequency of measurement, as it may also impact other system performance, except handover. 

	CATT
	No
	We share the view of others that it is clear enough to be discussed in mobility topic. 

	Lenovo, Motorola Mobility
	No
	Similar understanding as above companies

	Futurewei
	No.
	Although the intention is good, it may not be suitable for this SI at this stage. Note in this use case there is no information or measurements mentioned for NG-RAN node to evaluate / understand the impact on UE power consumption. Therefore, adding such statement in the TR may give the impression that AI/ML-based MO will improve UE power consumption or include it as part of the scope.

	Ericsson
	See comment
	Shouldn´t power consumption performance targets be the subject matter of the Energy Saving use case? This is why we are proposing to have the UE to report its energy efficiency levels in the energy Saving use case, to also take the UE performance into account. We think that, for the mobility use case, this aspect is a little premature

	Qualcomm
	Yes
	We will have mobility/trajectory prediction for the mobility optimization. The mobility/trajectory prediction result can be used also for RRM configuration. 
I understand people don’t want to do this in RAN3 for now.



Moderator’s summary:
8 companies do not support to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization, as it is unclear about the relationship between it and mobility optimization. 2 companies are fine for intention but think more clarification is needed. 1 company thinks it is premature for mobility use case.
Proposal: It is proposed not to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization.
[bookmark: OLE_LINK62][bookmark: OLE_LINK63]3.2	Solutions and standard impacts
3.2.1 AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
[0259][0632][0310][0611] have the discussion on procedure of AI/ML model training in OAM and inference in a NG-RAN node.
Some proposals to change the current procedure are listed below： 
1. 1) Introduce input information exchange [0259][0632]
1. 2) Delete the arrow “ML Performance Feedback” [0310]
1. 3) Step 1 starts with a trained model to align with other use cases [0611]
1. 4) Add NG-RAN node 2 to the diagram and add the step of “Input data for mobility optimization model inference from NG-RAN node 2” to align with other use cases [0611]
1. 5) Add a step after mobility optimization for feedback to O&M [0611]
[bookmark: OLE_LINK71][bookmark: OLE_LINK72]Q3.2.1 Companies are invited to provide their views on the above changes.
	Company
	Which alternatives are preferred
	Further Comment

	InterDigital
	1, 4

2 (Maybe part)



3


5
	The input list shows model inputs from UE and other NG-RAN nodes but the inputs for NG-RAN nodes is not shown in the chart. 
Feedback for the case where model is trained in NG-RAN this is a valid point. But for OAM trained model there needs to be feedback. Also having feedback in the NG-RAN trained case at least shows that we may have to enhance Xn messaging to provide proper feedback in the existing messages
The 3 use cases should start in the same place of the process, the other 2 use cases basically start with a trained model, so it would be best to start this one there, however we are open to showing training if that is done in all 3 use cases. 
Again we are open to either having feedback or not shown in the diagrams, as long it is consistent between all of the use cases. 

	Nokia
	1, 4, 5: OK
	2: Not OK to delete ML Performance feedback since it is a necessary arrow to show the complete workflow when ML Training is located in the OAM. However, it should be made clear that ML Performance feedback is not in the scope of Rel. 17 SI.
3: Not OK. On the contrary, we think that other use cases should be aligned with the figure of Mobility Optimization solution where Model Training is located in the OAM and Model Inference is located in the RAN. 
We have defined Training Data in the ML Framework which is data used for the AI/ML Model Training function. Training Data is applicable for all solutions, but it is not shown in case Model Training is in the OAM. 
Also, the presence of Feedback towards OAM without showing the existence of Model Training in OAM gives the feeling that the figure is incomplete and may cause confusion on why this Feedback is sent and which function in OAM consumes it.

	Vivo
	1, 4, 5
	For 2), the performance feedback is essential to further optimize the model in OAM.
For 3), agree with Nokia, if the training data transmission will introduce spec impact, then the procedure shall start with data collection for model training.

	Samsung
	1, 4, 5
	For 2, it is to report the model performance to the model training to trigger the retraining procedure if necessary. It depends on the discussion in framework. We may keep it now and do further update based on framework discussion.
For 3, to show the entire procedure, it is better to show the input data for training and model training.

	Huawei
	See comments
	1) Ok. Input info could include input from UE and RAN nodes
2) Ok.
3) Ok
4) Ok
Not sure. It is not clear whether the feedback is from model inference or after actor is done.

	CMCC
	1,4,5
	For 2), it’s up to framework discussion.
For 3), it seems more reasonable to start with measurement configuration and report.  

	Intel
	1) 4) 5)
	Not supporting 2), 3).
For 2), it depends on the outcome of AIRAN2_Framework on whether model performance feedback will be supported or not.
For 3), as SA5 has confirmed in the LS that they will support Model training at OAM to support RAN3 use cases, we think it would be better for other two use cases to align with mobility, i.e. training input to OAM should be reserved in the figure. 

	NEC
	1, 3, 4
	We disagree with 2) Delete the arrow “ML Performance Feedback” [0310] 

	CATT
	1,4,5
	For 2,we do not think it is reasonable to remove the arrow”ML Performance Feedback”
For 3,measurement configuration and report are important for mobility and it is preferable to keep them.

	Lenovo, Motorola Mobility
	1) 3) 4) 5) 
	

	Futurewei
	1, 2, 3, 4, and 5.
	It would be easier to describe the message flow with 2 NG-RAN nodes. It will also make all use cases aligned with each other.

	ZTE
	OK for 1, 4, 5
	2: Performance feedback arrow is needed when OAM is responsible for ML training. If arrow is deleted, how the OAM achieve the performance from NG-RAN node?
3: Agree with Nokia. Other use cases should also include the solution where Model Training is located in the OAM and Model Inference is located in the RAN.

	Ericsson
	OK for 1, 2, 4, 5
	We do not agree with 3 because we want to maintain the current flow chart showing the procedure of training data collection at the OAM, after which a training model can be available.


[bookmark: OLE_LINK82][bookmark: OLE_LINK84][bookmark: OLE_LINK85][bookmark: OLE_LINK83]
Moderator’s summary:
-	1) Introduce input information exchange:  
All companies (13/13) agree 
-	2) Delete the arrow “ML Performance Feedback”: 
4 companies (4/13) agree. 9 companies (9/13) do not support to remove this line and may wait for the conclusion of framework discussion.
-	3) Step 1 starts with a trained model to align with other use cases: 
5 companies (5/13) agree to update to align with other use case. 8 companies (8/13) think it is better to keep it to show the entire procedure.
-	4) Add NG-RAN node 2 to the diagram and add the step of “Input data for mobility optimization model inference from NG-RAN node 2” to align with other use cases: 
All companies (13/13) agree
-	5) Add a step after mobility optimization for feedback to O&M: 
11 companies (11/13) agree. 1 company (1/13) thinks it is unclear of whether the feedback is from model inference or after actor is done. 

Proposal: It is proposed to update the procedure of AI/ML model training in OAM and inference in a NG-RAN node:
1. Introduce input information exchange
1. Add NG-RAN node 2 to the diagram and add the step of “Input data for mobility optimization model inference from NG-RAN node 2” to align with other use cases 
1. Add a step after mobility optimization for feedback to O&M

3.2.2 AI/ML Model Training and AI/ML Model Inference in NG-RAN node
[0611][0632][0310][0633] have the discussion on procedure on AI/ML model training and inference in NG-RAN node.
Some proposals to change the current procedure are listed below： 
1. 1) Add a box for optional AI/ML model in NG-RAN node 2 to align with other use cases [0611]
1. 2) Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Training Data from a neighbouring NG-RAN node [0632][0310]
1. 3) Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Inference Data from a neighbouring NG-RAN node [0632][0310][0611]
1. 4) UE mobility information for training purposes is only sent to gNBs that request such information [0633]
1. [bookmark: OLE_LINK5][bookmark: OLE_LINK6]5) Introduce Handover procedure until sending RRC Reconfiguration Complete message [0632]
1. 6) Step 1 starts with a trained model to align with other use cases [0611]
1. 7) Remove step 8 “Handover Request” [0611]
1. 8) Add a step after mobility optimization for feedback from NG-RAN node 2 to NG-RAN node 1 [0611]

Q3.2.2 Companies are invited to provide their views on the above changes.
	Company
	Which alternatives are preferred
	Further Comment

	InterDigital
	4 




2

3

6



7, Not preferred – 5





8
	All 3 use cases can have models in other NG-RAN nodes and the point is made in the energy savings use case, it would be beneficial here (an alternative is to remove it from the ES use case). 
Agree if we are showing training, NG-RAN node 2 inputs are used
See answer in section 3.2.1 but basically NG-RAN node 2 provides inputs to the model so it should be shown in the diagram in some way
See comment in 3.2.1, but basically start all of the use cases in the same state, the other 2 use cases basically start with a trained model 
For example, the decision of the model may be a CHO handover so the added steps are not correct, so it better to keep the handover part general in the mobility optimization or in its own – this is also consistent with the other use cases which use handover.
 
Again, alignment between use cases in area common to all, whichever way is done in other use cases.

	Nokia
	1, 2, 3,4,5, 8: OK
	6: Not OK. Same justifications as above in Q3.2.1 (3)
7: Not OK. We think that keeping the whole procedure until an RRC Reconfiguration complete is sent by the UE to the Target gNB better illustrates the role of the UE in mobility optimization as well as the possible UE measurements sent by it for Mobility Optimization.

	Vivo
	1, 2, 3, 4, 7. 8
	[bookmark: OLE_LINK4][bookmark: OLE_LINK3]For 5) no need to introduce steps unrelated to AI framework.
For 6) if the training data transmission will introduce spec impact, then the procedure shall start with data collection for model training.


	Samsung
	OK for 1, 2, 3, 4, 8
	For 5, it is just a general procedure to show the node to apply the mobility optimization action. There is no need to show the details. And same view as InterDigital, it can include normal HO, CHO and DAPS. So detailed procedure can not represent these kinds of HO correctly. So it is better not to involve the additional procedure.
For 6, it is better to involve the input information exchange and training procedure to show the entire procedure.
For 7, “handover request” here is to show the node to apply the mobility optimization action. It is better to keep it.

	Huawei
	See comments
	1) Ok
2) & 3) ok
4) not sure, RRM measurements and MDT measurements should be enough, which are existing mechanisms.
5) seems ok
6)&7) ok
8) pending

	CMCC
	Ok for 1,2,3,4,8
	For 5), unnecessary to be so detailed
For 6), it seems more reasonable to start with measurement configuration and report.
For 7), it’s fine to keep it.

	Intel
	2) 3) 4) 8)
	Not supporting 1), 5), 6), 7).
For 1), according to the agreed input/output of AI/ML based mobility, there’s no output data which can be used as input data for AI/ML based mobility. Therefore, different from ES and LB use case, the predicted results of NG-RAN node 2 optional AI/ML model are not helpful as input for AI/ML model at NG-RAN node 1 for mobility prediction.
For 6), as model training is deployed at NG-RAN node, NG-RAN node needs to know how data is collected for Model Training. We think it would be good to keep step 1~4 before Model training.
For 5) and 7), similar as ES, we think we can use a box named “Handover” to represent all handover signalling, rather than go to too many details in the flow chart for AI/ML.
For 8), we think at least handed-over UE performance needs to be feedback to NG-RAN node 1.

	NEC
	1, 2, 3
	

	CATT
	1,2,3,4,8
	5) We do not think we needs to go to so details since the main intention is to show how AI based mobility works.
6) No need to align with other cases.It is discussed case by case.
7) It is good to have a full picture of the procedure

	Futurewei
	1, 2, 3, 6, 7 and 8.
	For 4, to avoid excessive training data exchange, UE mobility information can be sent only when triggered.

	ZTE
	1,2,3,4,8
	5: We don’t recommend to add too much detail procedure that is not related to AI/ML function.
7: Handover request message is to reflect the Mobility Optimization decision. Fine to keep it.

	Ericsson
	2, 3, 4, 8
	On 1:it is not necessary to have an AI/ML model in a neighbour RAN node in this use case
On 5: these are obvious details
On 6: we think it is important to maintain the signalling of training data to the node hosting the model training function
On 7, we do not see the need




[bookmark: OLE_LINK154][bookmark: OLE_LINK155]Moderator’s summary:
-	1) Add a box for optional AI/ML model in NG-RAN node 2 to align with other use cases
9 companies (9/12) agree. 3 companies (3/12) think that there is no need for mobility optimization.
-	2) Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Training Data from a neighbouring NG-RAN node
All companies (12/12) agree.
-	3) Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Inference Data from a neighbouring NG-RAN node 
All companies (12/12) agree.
-	4) UE mobility information for training purposes is only sent to gNBs that request such information
9 companies (9/12) agree. 1 company (1/12) thinks existing RRM and MDT measurement are enough. 1 company (1/12) thinks UE mobility information can be sent only when triggered. 
-	5) Introduce Handover procedure until sending RRC Reconfiguration Complete message
2 companies (2/12) agree. 8 companies (8/12) thinks it does not need so detailed procedure.
-	6) Step 1 starts with a trained model to align with other use cases 
3 companies (3/12) agree. 7 companies (7/12) think it is better to keep it to show the entire procedure.
-	7) Remove step 8 “Handover Request”
4 companies (4/12) agree. 7 companies (7/12) think it is better to keep it to show the full picture. 1 company (1/12) think it can use a box named “Handover” to represent all handover signalling.
-	8) Add a step after mobility optimization for feedback from NG-RAN node 2 to NG-RAN node 1
10 companies (10/12) agree. 1 company (1/12) thinks it is pending.

Proposal: It is proposed to update the procedure of AI/ML model training and inference in NG-RAN node:
1. Add a box for optional AI/ML model in NG-RAN node 2 to generate required input such as resource status and utilization prediction/estimation etc.
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Training Data from a neighbouring NG-RAN node 
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Inference Data from a neighbouring NG-RAN node 
1. UE mobility information for training purposes is only sent to gNBs that request such information or when triggered.
1. Add a step after mobility optimization action for feedback from NG-RAN node 2 to NG-RAN node 1

3.2.3 Input data
[0633][0773][0847][0883][0917][0604][0310][0503][0611] have the discussion on input data.
Some proposals to introduce more output data or to update on the existing input data are listed below： 
Input Information from UE: 
1. 1) UE traffic prediction
1. 2) UE generated traffic [0310]
1. 3) UE radio-related information, e.g. CQI information, SRS [0503]
1. 4) Underlying issue of the successful handover [0883]

Input Information from the neighbouring RAN nodes: 
1. 5) QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.) [0773][0633][0917][0847]
1. 6) Predicted UE trajectory information from last serving cell [0773]
1. 7) Predicted UE traffic information from last serving cell [0773]
1. 8) Predicted achievable QoS parameters [0773]
1. 9) UE unsuccessful handover information [0611]

Input Information from the local node: 
1. 10) Current/predicted UE traffic [0773]

[bookmark: OLE_LINK153][bookmark: OLE_LINK152]Q3.2.3 Companies are invited to provide their views on above input data.
	Company
	Which alternatives are preferred
	Further Comment

	InterDigital
	1,2,3,4
5, 8
9
	All of these are potential inputs in the model
Past and current (prediction) QoS is beneficial
Xn RLF reports would be valid inputs in the model

	Nokia
	Input from neighbouring NG-RAN nodes:
5,6, 7, 8: OK

Input information from local node: 
10: OK
	Input from UE:
1: Not OK. This study is about introducing AI/ML intelligence in the RAN. In our view, it cannot be assumed that a UE is able to make predictions.  
2: Not OK. The network is aware of the amount of data delivered in DL or received in UL. Not clear what is the additional aspect provided here.
3: Not OK. It is unclear how CQI or SRS information can be useful for mobility optimization.
4: Not OK. We have already agreed that “SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell” can be the input information from a neighbouring NG-RAN node. Any further details on the content of SON Reports or if new information is needed should be discussed during WI phase.

Input information from the neighbouring RAN nodes:
9) Not OK. UE unsuccessful Handover information can be included in SON Reports. Exact details can be discussed in WI phase. 

	Vivo
	1, 4 with comments, 5, 8,
	4) is one kind of SON Reports of handovers, thus should be categorized as Input Information from the neighboring RAN node.

	Samsung
	OK for 4,5,6,7,8,9,10
	For 1, it is better not to involve UE inference at R17, so we prefer not collect UE predicted traffic result from UE.
For 2, RAN node already has those information. And no need to get them from UE.
For 3, for mobility optimization, it seems current measurement result (RSRP, RSRQ, SINR) is enough. It is a little bit unclear about whether there is benefit coming from inputting CQI and SRS.

	Apple
	OK for 5,9,10
	1,2,3,4 – all the proposals for new UE measurements should be discussed in RAN2, therefore those are not acceptable 
6 – may have privacy concerns, whish should be addessed

	Huawei 
	See comments
	For the “Input Information from UE”, as commented before, 1) is not needed in our understanding; 2) and 4) are not quite clear to us; 3) seems ok, these info might be needed;
For the “Input Information from the neighbouring RAN nodes” and “Input Information from the local node”, 5) seems ok, but it requires large amount of data to be exchanged over Xn (for online training), and not needed as input for model inference; for others, we think they could be considered as input for model inference for a specific UE, yet some details require further discussion, e.g. achievable QoS parameters which might be misleading (could be performance KPI instead?)

	CMCC
	OK for 4,5,6,7,8,9,10
	Share the view with Samsung.

	Intel
	3) 5) 7) 9) 10)
	Not supporting 1), 2), 4), 6), 8).
For 1), network can also perform traffic prediction for certain UE based on UL and DL throughput. There’s no need to require predicted traffic information from UE side. Additionally, in Rel-17, supporting AI/ML at UE side is not within the scope.
For 2), instead of UE reporting the generated traffic, we think it would be better to collect UE traffic information from network side. Such information is already available at the network side.
For 4), we are wondering whether such timer values collected from UE should be agreed in SON/MDT first?
For 6), the predicted UE trajectory information is mainly used as input to generate the predicted target cell for handover. It is not clear what is the benefit and why the new target cell need to know such information, as the handover is already happened, and the predicted UE trajectory information is out-of-date.
For 8), the predicted achievable QoS parameters can be further derived from resource status and utilization prediction/estimation from neighbouring NG-RAN node (which is agreed as input). To avoid overhead of information exchanging, we think predicted achievable QoS parameters are not needed.

	CATT
	3,5,6,7,8,10
	1 ) Predition in UE is not in the scope of Rel-17 SI
2，4）The usage of these imformation is not clear

	Lenovo, Motorola Mobility
	6)7)10)
	1) assumes some AI capability at the UE. Better to avoid such assumption in this release. 
2) needs further clarification
4)5) not sure if it shall be regarded as input or as feedback. 

	Futurewei
	5, 10
	For 1, this information requires UE to perform traffic prediction first then send the predicted result to the NG-RAN. This step is not desired as it will increase the air-interface signalling load. In addition, NG-RAN node may predict the UE traffic if it is deemed necessary / helpful for the AI/ML-based Mobility Optimization solution.
For 3, not sure, as it may burden the UE.
For 6, what the author proposed is about having the serving node send a handover request with the predicted UE trajectory information to the target node. This is NOT an input to the AI/ML function so it should not be considered as input.
For 7, this is like Item 6.
For 8, it may be useful but seems to be too much work for the target cell; this has to be done for each UE that does HO. 
For 9, it can be considered feedback (instead of an input) to the source RAN after the HO has been executed.

	ZTE
	5) 6)
	1: AI capability in UE is out of RAN3 scope.
2: It’s not clear about UE generated traffic. Needs more clarification.
3: CQI information, SRS is related to positioning measurement. Not sure if it is beneficial to AI/ML based mobility optimization.
4: Not sure the beneficial. Need more clarification.

	Ericsson
	2, 3, 4, 5, 9, 
	1. We believe that the scope of this study is for inference at RAN, not at the UE.
6. We do not see the point of this input. The trajectory prediction should be calculated by the serving RAN and used to predict the next mobility event.
7. we do not see the point of this input. 
8. we do not see the point of this input




Moderator’s summary:
Input Information from UE: 
1. 1) UE traffic prediction:
2 companies (2/13) agree. 11 companies (11/13) think inference/prediction at UE is not in scope or this input is not needed.
1. 2) UE generated traffic
2 companies (2/13) agree. 4 companies (4/13) think it is unclear and more clarification is needed. 4 companies (4/13) think this information is alreadly available at node and there is no need to get from UE. 1 company (1/13) thinks it should be discussed by RAN2.
1. 3) UE radio-related information, e.g. CQI information, SRS
5 companies (5/13) agree. 5 companies (5/13) state that more clarification is needed for the benefit. 1 company (1/13) thinks it should be discussed by RAN2. 
1. 4) Underlying issue of the successful handover
5 companies (5/13) agree. 4 companies (4/13) state more clarification is needed. 1 company (1/13) thinks it should be discussed by RAN2. 1 company (1/13) thinks it needs to check SON/MDT progress. 1 company (1/13) thinks SON report is agreed and there is no need to add this one.

Input Information from the neighbouring RAN nodes: 
1. 5) QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.) 
12 companies (12/13) agree. 1 company (1/13) is not sure about whether it should be defined as input.
1. 6) Predicted UE trajectory information from last serving cell
6 companies (6/13) agree. 1 company (1/13) think there is the privacy issue. 1 company (1/13) thinks it is not the input for mobility optimization. 2 companies (2/13) think more clarification is needed.
1. 7) Predicted UE traffic information from last serving cell
6 companies (6/13) agree. 1 company (1/13) thinks it is not the input for mobility optimization. 1 company (1/13) dose not see the point of this input.
1. 8) Predicted achievable QoS parameters
6 companies (6/13) agree. 1 company (1/13) thinks it might be useful but may leads to overhead. 1 company (1/13) thinks it can be derived from resource status and utilization prediction. 1 company (1/13) thinks more clarification is needed. 1 company (1/13) dose not see the point of this input.
1. 9) UE unsuccessful handover information
6 companies (6/13) agree. 1 company (1/13) thinks it should be the feedback instead of input. 1 company (1/13) thinks it is included in SON report.
Input Information from the local node: 
1. 10) Current/predicted UE traffic
8 companies (8/13) agree. 

Proposal: Remove “FFS predicted traffic” in Input Information from the UE.
Proposal: Remove “FFS” of “FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)” in Input Information from the neighbouring RAN node.
Proposal: It is proposed to add the following as input data:
Input Information from the local node: 
1. Current/predicted UE traffic
Open issue:
Input Information from the neighbouring RAN nodes: 
1. Predicted UE trajectory information from last serving cell
1. Predicted UE traffic information from last serving cell
1. Predicted achievable QoS parameters
1. UE unsuccessful handover information

3.2.4 Output data
[0633][0773][0503][0310][0267][0611] have the discussion on output data.
Some proposals to introduce more output data or to update on the existing output data are listed below： 
1. 1) Handover timing corresponding to each predicted cell [0503]
1. 2) Estimated arrival probability for CHO [0503][0633]
1. 3) Priority, handover execution timing for CHO [0503]
1. 4) Predicted resource reservation time window for CHO[0633]
1. 5) Validity time for the Model inference output predictions [0503][0310]
1. 6) UE traffic prediction [0773][0611]
1. 7) Targets for RRM measurement[0267]
Q3.2.4 Companies are invited to provide their views on above output data. 
	Company
	Which alternatives are preferred
	Further Comment

	InterDigital
	1,2,3,4


6
	Agree that these are helpful for CHO handling in the model, perhaps these can be generalized now and worked on during the work item. 
This UEs impact on the cell is an important part. 

	Nokia
	1, 2,3,4, 5, 6: OK
	7: Not OK. How would Targets for RRM measurement help to optimize mobility? Same answer as provided in Q3.1.

	vivo
	1, 2, 3, 4, 6 and 7 with comments
	For 5): the prediction is an on-demand response and the entity who requests the prediction shall use it upon receiving the output.
For 6) and 7): these two predictions can be output data for NW reference if the model inference locates in UE.

	Samsung
	OK for 1,2,3,4,5,6
	For 7), RRM measurement configuration is implementation related, so we think there is no need to define it as the output.

	Huawei
	See comments
	1) Not sure; 
2) , 3) and 4) are for CHO, maybe could be considered later when a base line is reached;
5) not needed for prediction; as commented, validity time might be considered if output is a handover decision or a specific strategy.
6) & 7) ok

	CMCC
	OK for 1,2,3,4,5,6
	7) should not be the output

	Intel
	1) 2) 3) (4)) 5) 
	Not supporting 6), 7).
So far, the output data is not clear whether it’s for traditional handover or for CHO. Hence, we prefer to discuss detailed outcome for handover and CHO separately. 
For handover, the predicted handover timing could help the selected target cell to prepare resource for the selected UE, which could further reduce service interruption.
For CHO, it is possible multiple target cells can be generated as target cells for CHO. For multi-agent AI/ML models, it is possible to provide weight of each output (predicted candidate cell), so that the UE could select the candidate CHO cells based on priority/possibility. This is also one optimization that could be helpful to reduce service interruption, as it can help to reduce CHO failure rate.
Based on our understanding, 3) and 4) are the same, from which the neighbouring NG-RAN node could know when to perform CHO and release other CHO candidate cells when handover execution timing expires.

	CATT
	OK for 1 2 3 4 5 6
	For 7,targer for RRM measurement is implementation related which is not proper to be a output.

	Lenovo, Motorola Mobility
	2) 5) 6)
	

	Futurewei
	1, 3, 6 and 7
5: maybe for some but not all.
	For 2 and 4: both may be implementation specific as it is not necessary all prediction methods will output probability.
For 5: the validity time has not been studied and defined and it may not be needed for some predictions, thus, we don’t recommend using such a blanket statement for all predictions.

	ZTE
	1) 6)
	Not sure the benefit of the validity time and don’t know how to define the validity time.

	Ericsson
	5, 7
	2, 3, 4, The CHO case is to be considered at a later stage in our view, we should first address normal mobility.
1. HO timing is unclear. If a prediction on moblity is made, our assumption is that tmobility decisions will be taken immediately. Not doing so implies that radio conditions may change and the prediction will change…
6. this is anode internal output, not useful to be signalled to other nodes and most likely useful in load balancing, not in this use case



Moderator’s summary:
-	1) Handover timing corresponding to each predicted cell
9 companies (9/12) agree. 1 company (1/12) is not sure about this output. 1 company (1/12) thinks there is no need.
-	2) Estimated arrival probability for CHO
8 companies (8/12) agree. 2 companies (2/12) thinks it should be discussed later. 1 company (1/12) thinks it is up to implementation.
-	3) Priority, handover execution timing for CHO
8 companies (8/12) agree. 2 companies (2/12) thinks it should be discussed later.
-	4) Predicted resource reservation time window for CHO
7 companies (7/12) agree. 2 companies (2/12) thinks it should be discussed later. 1 company (1/12) thinks it is up to implementation.
-	5) Validity time for the Model inference output predictions
9 companies (9/12) agree. 2 company (2/12) thinks it maybe for some but not for all. 
-	6) UE traffic prediction 
10 companies (10/12) agree, where 1 company (1/12) think it is the output if inference is in UE side. 1 company (1/12) thinks it is a node internal output. 
-	7) Targets for RRM measurement
4 companies (4/12) agree, where 1 company (1/12) think it is the output if inference is in UE side. 3 companies (3/12) thinks it is implementation related. 1 companies (1/12) thinks it is unclear how it can benefit for mobility optimization.

Proposal: It is proposed to add the following as output:
1. Handover timing corresponding to each predicted cell 
1. Estimated arrival probability,  priority, handover execution timing, predicted resource reservation time window for CHO
1. UE traffic prediction
1. Validity time for the Model inference output predictions if required


3.2.5 Feedback
 [0503][0847][0883][0604][0487] have the discussion on feedback information.
Some proposals to introduce feedback data are listed below： 
1. 1) Throughput, packet delay of the handed-over UE, etc [0503][0847][0883][0604]
1. 2) Resource status information updates from target NG-RAN [0847][0604]
1. 3) UE Mobility/Trajectory from target NG-RAN [0847][0487]
1. 4) Performance information from target NG-RAN [0604]
1. 5) Logged UE measurement during RRC idle/inactive state that is reported to the new serving RAN node [0487]
Q3.2.5 Companies are invited to provide their views on above feedback data.
	Company
	Which alternatives are preferred
	Further Comment

	InterDigital
	1,2,3,4
	We are not sure whether this should just be generalized for the study into one or two general points. 

	Nokia
	1,2, 3, 4: OK
	5: Not OK. It is perhaps better to first consider if sufficient UE location information for UE trajectory prediction can be obtained at the network side before considering MDT. Resorting to MDT location information for calculating UE trajectory prediction does not seem like a viable solution, especially since the UE may be unwilling to provide this information to the network. If network does not receive enough information, it cannot obtain reliable statistical results on the predicted UE trajectory. 

	Vivo
	1, 4 
	For 2): it is reflected by the QoS status in 1)
For 5): no need for the source gNB to predict the UE’s trajectory of the following hours to make the HO decision. Meanwhile, the UE will not be released into RRC_IDLE/INACTIVE shortly after HO.

	Samsung
	OK for 1,2,4
	For 3, the trajectory prediction is to assist to set the mobility optimization decision. If the UE performance at target is good, it can indicate the mobility optimization decision is proper and the trajectory prediction result is OK, so there is no need to transfer the trajectory information.
For 5, we need to define which information we need to get from MDT firstly, and then to consider the detailed information during RRC idle/inactive state.

	Apple
	
	5 - disagree
Should be discussed in RAN2

	Huawei
	See comments
	Feedback itself is still pending;
Technically, we think 1), 2), 3) and 4) could be considered as performance evaluation; not sure 5) are performance metrics.

	CMCC
	OK for 1,2,3,4
	

	Intel
	1)
	Not supporting 2), 3), 4).
For 2), it’s the same as input for AI/ML model, the source NG-RAN node can always request such information periodically or by request.
For 3), As explained above, we think UE mobility prediction should only be used within one NG-RAN node (which generates the prediction). 
For 4), what performance information it refers to?

	CATT
	OK for 1,3,4
	For 2,it seems more related to load balance than mobility.
For 5,we are discussing on handover which focus on connected UE,could not quite understand why there would be log measurement for idle/inactive UE.

	Lenovo, Motorola Mobility
	1) 2) 3) 5)
	

	Futurewei
	1, 2, 3, and 4
	For 5, it is not clear how long the source node has to keep the old measurements for the UE that its context has already been released.

	ZTE
	1, 2, 3, 4
	5 - Not sure if this is the performance feedback information.

	Ericsson
	1, 2, 4
	3. We do not see the need of UE trajectory fom a neighbor node
4. we assume this is the performance with respect to the handed over UE, not the performance of the RNA node itself, which is independent of mobility




Moderator’s summary:
-	1) Throughput, packet delay of the handed-over UE, etc
12 companies (12/13) agree. 
-	2) Resource status information updates from target NG-RAN
9 companies (9/13) agree. 1 company (1/13) thinks it is more related to LB. 1 company (1/13) thinks it needs to be requested. 1 company (1/13) thinks it can be reflected by QoS.
-	3) UE Mobility/Trajectory from target NG-RAN
8 companies (8/13) agree. 3 companies (3/13) thinks there is no need.
-	4) Performance information from target NG-RAN
10 companies (10/13) agree. 1 company (1/13) thinks it is not clear about what the performance information is.
-	5) Logged UE measurement during RRC idle/inactive state that is reported to the new serving RAN node
1 company (1/13) agree.

Proposal: It is proposed to add a section as “feedback” and add the following as feedback information:
1. Throughput, packet delay of the handed-over UE, etc 
1. Resource status information updates from target NG-RAN
1. Performance information from target NG-RAN, FFS on performance information details
Open issue:
FFS on the following feedback information:
1. UE Mobility/Trajectory from target NG-RAN

3.2.6 Standard impact
[0633][0773][0847][0487][0789][0503][0633][0310] have the discussion on standard impact.
Some proposals to introduce standard impact are listed below： 
1. 1) Predicted UE trajectory info from source NG-RAN node to target NG-RAN node [0773][0847][0789][0633]
1. 2) Predicted UE traffic info from source NG-RAN node to target NG-RAN node [0773]
1. 3) NG-RAN node performance prediction to neighbor nodes [0633]
1. 4) Predicted achievable QoS parameters from candidate target NG-RAN node to source NG-RAN node. [0773]
1. 5) Actual UE trajectory after handover from target NG-RAN node to source NG-RAN node [0487]
1. 6) Logged UE trajectory to a new RAN node [0487]
1. 7) Predicted CHO configurations from NG-RAN node to UE [0503]
1. 8) Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting [0310]
1. 9) MDT signaling enhancement in order to report UE history location information and the corresponding assistance information, e.g., UE moving direction, UE velocity, radio measurements. [0847]
1. 10) MDT measurement configuration to include an indication for collecting consecutive historical information, measurement period, and measurement duration [0847]
1. 11) Extend management-based MDT Configuration to enable more focused measurement collection over a finer area granularity than that of a cell [0633]
1. 12) Allow to obtain information on UEs in idle mode for trajectory prediction [0633]

Q3.2.6 Companies are invited to provide their views on above standard impacts.
	Company
	Which alternatives are preferred
	Further Comment

	Nokia
	1, 2, 3, 4, 5, 11,12: OK
	6,9,10: Not OK. This is not needed if MDT is not used to obtain UE location information. See question 5 above.
7: Not OK to describe “predicted CHO Configurations from NG-RAN node to UE” as “standards impact” since it would impact Uu Interface, not a RAN3 interface. Instead, it would be acceptable to introduce in the Output (from an NG-RAN node): “predicted CHO configurations”
8: Not OK. This sounds more like stage 3 details.    

	Vivo
	1, 2, 3, 4, 8, 
	For 5) and 6): if the trajectory comes from UE, UE knows its actual trajectory after handover and can refine the model.


	Samsung
	1,2,3,4
	For 5 and 6, the trajectory prediction is to assist to set the mobility optimization decision. If the UE performance at target is good, it can indicate the mobility optimization decision is proper, so there is no need to transfer the trajectory information.
For 7, it seems no need. For CHO, node configures the candidate target cell and related execution condition to the UE. When execution condition is met, UE will continue to do HO to the target cell. So the CHO configuration is the pre-defined one for UE to HO in the future. When node get the predicted CHO configuration, node will send it to the UE during the validity time as the normal CHO configuration. There is no need to send the predicted CHO configuration to UE in advance.
For 8, it is better to discuss it during WI phase.
For 9 and 12, it depends on where to get the trajectory information. For mobility optimization, we can get the trajectory information from measurement report. It is a little bit confused about why we get it from MDT.
For 10 and 11, we need to define which information we need to get from MDT firstly, and then to consider the detailed enhancement.

	Apple
	
	9,10,12 – disagree
Should be discussed in RAN2

	Huawei
	See comments
	1) ok; 
2) not sure the benefits of the predicted traffic
3) ok;
4) not sure how to achieve QoS prediction at RAN side; 
5) & 6) seems needed for trajectory prediction; 12) seems to serve similar purpose
7) no need to discuss CHO for now
8) seems ok;  
9) & 10) seems also ok, but wording could be generalized a bit.
11）To extend management-based MDT configuration and collect more data, may influence the original MDT measurement purpose.
12) no, for idle mode, mobility history info could serve the purpose.

	CMCC
	OK for 1,2,3,4
	9-11 seems stage 3 issue.

	Intel
	2) 7) 
	For 8), no need to discuss at this moment. We think it can be discussed during Rel-18 WI phase.
For 9) and 10), if it refers to the existing MDT procedures, we are fine to capture them. However, it’s not clear what is the enhancement, as currently UE velocity, radio measurements are already supported in measurement reports.
For 7), it need to be captured in the TR in order to identify potential impact to other WGs, e.g. RAN2.

	CATT
	OK for 1,2,4
	

	Lenovo, Motorola Mobility
	1) 2) 5) 6) 8) 9) 10)
	

	Futurewei
	5, 6, 7, 8, 9, and 10
	We are not sure about the impact of 1-4 and 11-12.

	ZTE
	1, 3, 5, 9, 10, 12
	For the standard impacts, we propose to capture follow statement into the TR:
· New signaling procedure or existing procedure to retrieve predicted information (e.g. trajectory prediction, resource prediction, etc) via Xn interface.
· -New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
· MDT signaling enhancement in order to retrieve consecutive UE history location information

	Eroicsson
	8, 
	1. , 2. We do not see the need for this info to be sent to target
3, not sure why this prediction is needed
4, could be interesting to explore in more details
5., 6, 7, we do not see the point for this
9, 10, 11, these are valid proposals in terms of information to be collected from the UE, but we believe the information should be reported via RRM measurements
12, we already have the UE History Information from the UE



Moderator’s summary:
-	1) Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
8 companies (8/12) agrees.
-	2) Predicted UE traffic info from source NG-RAN node to target NG-RAN node
7 companies (7/12) agrees.
-	3) NG-RAN node performance prediction to neighbor nodes
6 companies (6/12) agrees.
-	4) Predicted achievable QoS parameters from candidate target NG-RAN node to source NG-RAN node. 
5 companies (5/12) agrees.
-	5) Actual UE trajectory after handover from target NG-RAN node to source NG-RAN node
5 companies (5/12) agrees.
-	6) Logged UE trajectory to a new RAN node
3 companies (3/12) agrees.
-	7) Predicted CHO configurations from NG-RAN node to UE
2 companies (2/12) agrees.
-	8) Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting
5 companies (5/12) agrees.
-	9) MDT signaling enhancement in order to report UE history location information and the corresponding assistance information, e.g., UE moving direction, UE velocity, radio measurements. 
4 companies (4/12) agrees.
-	10) MDT measurement configuration to include an indication for collecting consecutive historical information, measurement period, and measurement duration
4 companies (4/12) agrees.
-	11) Extend management-based MDT Configuration to enable more focused measurement collection over a finer area granularity than that of a cell
1 company (1/12) agree.
-	12) Allow to obtain information on UEs in idle mode for trajectory prediction
2 companies (2/12) agrees.

Proposal 8: It is proposed to add the following as standard impact:
          Potential Xn interface impact:
1. New signaling procedure or existing procedure to retrieve input information via Xn interface.
1. New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
Open issue: 
FFS on the following standard impact:
1. Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
1. Predicted UE traffic info from source NG-RAN node to target NG-RAN node

3.2.7 Others
[0503][0904][0604] have the discussion on other issues of AI/ML based mobility optimization.
Some proposals to other general issue are listed below： 
· [bookmark: OLE_LINK7][bookmark: OLE_LINK8]1) Model training located in the RAN node or OAM, and model inference located in the UE [0904]
· 2) Network is able to select UEs to perform AI/ML based mobility optimization based on unintended mobility events or accuracy of UE location information [0503]
· 3) Not to discuss / specify any information to be exchanged between NG-RAN and OAM in the SI [0604]

[bookmark: OLE_LINK25][bookmark: OLE_LINK59][bookmark: OLE_LINK24][bookmark: OLE_LINK61][bookmark: OLE_LINK60]Q3.2.7 Companies are invited to provide their views on the above issues.
	Company
	Which alternatives are preferred
	Comment

	InterDigital
	3
No to 1 
Maybe 2
	

	Nokia
	
	1: Not OK. This is an NG-RAN AI/ML study and it cannot be assumed that model inference can be executed in the UE.
2: Not OK. Number of unintended events a given UE experiences does not give information about future mobility unintended events of this UE. Also, it is very difficult to assume that the unintended events a UE is having happen at the same exact location and same channel/network conditions. So it is unclear how this would help mobility optimization. 
The example of letting the network select UEs with a high number of failed events of AI/ML prediction indicates that the UEs are selected for running/executing AI/ML inference. We do not think that AI/ML in the UE should be considered for the purpose of this study.
Besides the above, the network anyway has some sort of limited control over UE selection (for measurements or reporting). 
3: Not OK. We need to have some discussion on the information that needs to be exchanged between NG-RAN and OAM for instance with respect to feedback. RAN3 is supposed to create requirements for SA5 so those would need to be discussed here.

	vivo1
	1
	For 1): Locating model inference function in UE can reduce user privacy risks as exposing detailed UE trajectory may introduce privacy concerns.
For 2): it’s NW implementation if the model inference locates in NG-RAN node.
For 3): In SI, we shall study the full picture of related procedures, including the information exchange between NG-RAN and OAM. 

	Samsung
	OK for 3 with comment
	For 1, more clarification is needed about the fesibility and benefit to do the inference at UE. 
For 2, it is up to implementation.
For 3, we do not need to discuss and specify the details, but it is better to have the general procedure to show the entire one in the flow chart. 

	Apple
	
	1 - disagree

	Huawei 
	See comments
	1) As discussed before, seems companies would like to allow the possibility of training at RAN side, this should be ok, but it has not been discussed the case that inference located in UE, what is the purpose, for idle mobility? Besides, the UE has limited computation source and power consumption. Maybe no need to discuss it now.
2) We think it is up to network implementation whether to select one certain UE for AI/ML operation or not, even a RAN node supports AI/ML operation, which doesn’t mandate that all the mobility related task has to be performed via AI/ML.
We think this is SA5 job, when RAN has finished the normative work.

	CMCC
	3 with comments
	For 3), it’s fine to discuss during the SI, but not to specify the information to be exchanged between NG-RAN and OAM.

	Intel
	2)
	For 1), No. In Rel-17 RAN3 SI, AI/ML capability at UE side is not considered within the scope. 
For 2), even it’s can be left to implementation, we still can capture it in the TR to provide more information how AI/ML model complexity can be reduced.
For 3), No. We think all agreed inputs/outputs for AI/ML based mobility use case are suitable for both deployment scenarios, that is, if needed, the required inputs and outputs need to be exchanged between NG-RAN nodes and OAM.

	Futurewei
	3
	For 1: model inference at the UE has not been studied and may be treated for FFS.
For 2: how network selects UEs (to use ML-based approach) should be implementation-dependent.
For 3: In the scenario that Model Training is performed at OAM and Model Inference is at NG-RAN node, the information to be exchanged between NG-RAN and OAM is via OAM interface, which is implementation-dependent, thus, it is not part of scope of this Study Item. We support discussing the inputs that are required for NG-RAN node to collect for training and inference purpose and SA5 can take RAN3 work as input for AI/ML model training on OAM scenario.

	ZTE
	
	1)  Disagree. UE to perform AI/ML capability is out of RAN3 study scope.
2)  No strong view. It seems up to implementation.
3)  The details between OAM and NG-RAN node can not be discussed in RAN3 in Rel17 SI. According to LS from SA5, SA5 will consider the relationship between RAN and OAM for AI/ML functionality. But we can keep the procedure between RAN and OAM in the figure.

	Ericsson
	None
	1. The study is about AI in RAN, not in the UE
2. Proposal unclear
3. this is even against the principles we defined, e.g. training data and feedback exchange to be provide dto ht eModel Training function, which may be located at the OAM



Moderator’s summary:
-	1) Model training located in the RAN node or OAM, and model inference located in the UE
1 company (1/11) company agree. 4 companies (4/11) think it is out of scope. 2 companies (2/11) express the disagree. 3 companies (3/11) thinks more clarification is needed. 
-	2) Network is able to select UEs to perform AI/ML based mobility optimization based on unintended mobility events or accuracy of UE location information
2 companies (2/11) agree to capture into TR.  1 company (1/11) has no strong view. 4 companies (4/11) think that it is up to implementation. 2 companies (2/11) thinks it is unclear.
-	3) Not to discuss / specify any information to be exchanged between NG-RAN and OAM in the SI
4 companies (4/11) agree. 6 companies (6/11) thinks it is better to not study in details but provide information for SA5.

So there is no consensus on these three issues. 
4	Discussion (2nd round)
Based on the discussion in the first round, we tried to propose the following agreement according to the view from companies as below:
Proposal 1: It is proposed not to include “Reduction of UE power consumption in RRM measurement” as one aspect of mobility optimization.
Proposal 2: It is proposed to update the procedure of AI/ML model training in OAM and inference in a NG-RAN node:
1. Introduce input information exchange
1. Add NG-RAN node 2 to the diagram and add the step of “Input data for mobility optimization model inference from NG-RAN node 2” to align with other use cases 
1. Add a step after mobility optimization for feedback to O&M
Proposal 3: It is proposed to update the procedure of AI/ML model training and inference in NG-RAN node:
1. Add a box for optional AI/ML model in NG-RAN node 2 to generate required input such as resource status and utilization prediction/estimation etc.
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Training Data from a neighbouring NG-RAN node 
1. Introduce interaction between NG-RAN node 2 and NG-RAN node 1 to exchange Inference Data from a neighbouring NG-RAN node 
1. UE mobility information for training purposes is only sent to gNBs that request such information or when triggered.
1. Add a step after mobility optimization action for feedback from NG-RAN node 2 to NG-RAN node 1
Proposal 4: Remove “FFS predicted traffic” in Input Information from the UE.
Proposal 5: Remove “FFS” of “FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)” in Input Information from the neighbouring RAN node.
Proposal 6: It is proposed to add the following as input data:
Input Information from the local node: 
1. Current/predicted UE traffic
Proposal 7: It is proposed to add the following as output:
1. Handover timing corresponding to each predicted cell 
1. Estimated arrival probability,  priority, handover execution timing, predicted resource reservation time window for CHO
1. UE traffic prediction
1. Validity time for the Model inference output predictions if required
Proposal 8: It is proposed to add a section as “feedback” and add the following as feedback information:
1. Throughput, packet delay of the handed-over UE, etc 
1. Resource status information updates from target NG-RAN
1. Performance information from target NG-RAN, FFS on performance information details
Proposal 9: It is proposed to add the following as standard impact:
          Potential Xn interface impact:
1. New signaling procedure or existing procedure to retrieve input information via Xn interface.
1. New signaling procedure or existing procedure to retrieve feedback information via Xn interface.

Open issue:
Input Information from the neighbouring RAN nodes: 
1. Predicted UE trajectory information from last serving cell
1. Predicted UE traffic information from last serving cell
1. Predicted achievable QoS parameters
1. UE unsuccessful handover information
Feedback information:
1. UE Mobility/Trajectory from target NG-RAN
Standard impact:
1. Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
1. Predicted UE traffic info from source NG-RAN node to target NG-RAN node
Q4 Companies are invited to provide their views on above proposal and TP. 
	Company
	Further Comment

	Nokia
	We are fine with all proposals except for Proposal 9. It seems it addresses stage 3 details that will become clear from the solutions in WI phase. We don’t need an agreement at this point on possible Xn impacts. 
Some minor editorials on Figure 5.3-1 (but these also depend on the decisions we make): 
· Step 4 and Step 5: Maybe it is good to clarify that Training Data may also be coming from the gNB.
· Step 0 (The box for optional AI/ML model in NG-RAN node 2) is not shown here but it is shown in Figure 5.3-2.
· Assuming that Model Performance Feedback is agreed in the Framework CB:
· ML Performance feedback should be renamed as Model Performance Feedback to be aligned with the framework.
· Also at step 11 we should mention that this step is optional and sent when applicable.
In Figure 5.3-2 we should either include the whole Handover Request procedure until RRC Reconfiguration Complete is sent by the UE or remove it. Now it is misleading as it seems that Feedback is the response to Handover Request.   

	Qualcomm
	I am fine with the proposals too. For question1/proposal1, I understand people don’t want to study RRM efficiency improvement in this SI.
In the TP, Figure 5.3-2, because the model in node 2 is optional, the step 7 Inference Data should be changed to dash line. And the description of step 7 should be revised as: “Step 7. The NG-RAN node 1 obtains the inference data from the NG-RAN node 2 for UE mobility optimization, if NG-RAN node 2 has AI/ML model.”
In 5.3.2.5 Output data, “Handover timing corresponding to each predicted cell” should have been covered by first bullet “UE trajectory prediction (Latitude, longitude, altitude, cell ID of UE over a future period of time)”. To make it more clearer, the first bullet can be revised as: “UE trajectory prediction (Latitude, longitude, altitude, cell ID, arrive time to each cell)”

	FUTUREWEI
	We are ok with the proposal except the following:
· For question 3.2.1, the ML Performance Feedback arrow from NG-RAN node 1 to OAM doesn’t appear in other use cases. If we want to show the ML Performance Feedback arrow from the entity that performs model inference to the model training function, then this should be made consistent across use cases.

	Ericsson
	We are not ok with the following inProposal 3:
1. Add a box for optional AI/ML model in NG-RAN node 2 to generate required input such as resource status and utilization prediction/estimation etc.
The need for resource prediction is a matter for the LB use case. For mobility predictions we need inputs from the neighbour RAN, not inference outputs.
On Proposal 7:
The following outputs should be node internal:
1. Handover timing corresponding to each predicted cell 
1. Estimated arrival probability,  priority, handover execution timing, predicted resource reservation time window for CHO
1. UE traffic prediction
If the intention is to predict a mobility event to occur in the future, this is not part of the moblity optimisation use case and it needs further discussion. The mobility optimisation use case is about how to optimise selection of mobility targets.

	Huawei
	For P1, as commented, the description is quite general, how this could be achieved, any Uu impact, e.g. any info exchange needed over Uu, more illustrations are needed to understand the whole picture;
For P5, as commented, it requires large amount of data to be exchanged over Xn (for online training), and not needed as input for model inference; we would like to keep the FFS;
For p7, as commented, a clear decision, e.g. HO command, should be linked with a validity time, but a prediction is not;

	Moderator reply
	Thanks for your input. Please see my reply as following:
Reply to Nokia:
All is updated except the proposal 9. I think it is better to leave as the starting point for further standard impact discussion.

Reply to QC:
Update the description of section 5.3.2.2 and 5.3.2.3. 
But for handover timing and trajectory prediction, I think the handover timing is not exactly same as the UE arriving time to the cell. So it is better to leave it as it is.

Reply to FW:
For the model performance feedback arrow alignment, if it is agreed in framework, it is better to comment at CB of ES and CB of LB to add it.

Reply to E///:
For P3, as resource status and utilization prediction/estimation is already captured in the TR. So to support this one, it is reasonable for NG-RAN node 2 to have an AI/ML model.
For P7: mobility optimization is to improve the robustness of handover. The handover timing prediction can help to avoid too early or too late handover.

Reply to HW:
For P1: it is NOT to include. So this should be OK.
For P5, as there is 12 out of 13 companies support this one, it is better to set it as input.
[bookmark: _GoBack]For P7, Validy time is to be discussed case by case as there is “if required” as validity time for the Model inference output predictions if required
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