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Introduction
This paper is for the following offline discussion:
	CB: # 1303_IAB_Red_Serv_Inter
-Any dependency on RAN2 concerning the handling of the RRC Reconfiguration upon migration failure?
-Is there a need to address the case of multiple RRC Reconfiguration messages? If yes, how?
-What are the conditions for withholding an RRC Reconfiguration and for triggering release of a pending RRC Reconfiguration? What are the details of such procedures?
-Is it feasible and beneficial that, during inter-donor F1 transport migration, a set of parallel tunnels for inter-donor routing of DL and UL traffic is established and used between the Donor-DU1 and the Donor-DU2? If yes, converge on the details of the procedures needed
-Can it be assumed that Solution 1 and CHO are not used together?
(HW - moderator)
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The following papers will be covered as assigned by the chairman:
Phase I：Please give your feedback before Thursday, 21st Jan, 2022, 23:59 UTC. This allows us to give some input for Monday’s online session (24 Jan, 2021).
Phase II：TBD. 
For the Chairman’s Notes
For Chairlady to copy:
· The condition for the descendant node to send the buffered RRC message to its child node is: Upon a descendant IAB-MT receiving the RRC reconfiguration for its own intra-donor migration (e.g., including the new IP address(es)).
· WA: Upon migration/HO failure case, the buffered RRC message is still transferred to child node.
· Agree to confirm solution 1: An IAB-DU buffers an RRC message for a child IAB-MT based on an indication in the F1AP message carrying this RRC message.
· When a second RRC Reconfiguration arrives for the child-node before the buffered RRC Reconfiguration message has been released to the child node, the parent node sends both RRC messages in sequence immediately.
· Agree to not support CHO combined with solution#1.
TP to 38.473 in R3-220560 is revised in 
TP to 38.401 in R3-220822 is revised in 

Detailed discussions
· For Handling of buffered RRC message
1. The condition for the descendant node to send the buffered RRC message to its child node
10 companies participated the discussion. 5 companies preferred option 1, 3 companies would like to go for option 1 with modification that the RRC reconfiguration should be for migration, 1 company was fine with both options, while another company slightly preferred option1, but tended to think it should also be pending on the failure handling. To summarize, option 1 received majority support, option 2 received no positive view; for option 1, one company also think that no modification is needed, since o other RRC message can arrive at the descendent node before this (pertaining to migration) configuration message. 
Moderator suggests that we go for majority, i.e. option1.
Moderator’s suggestion: The condition for the descendant node to send the buffered RRC message to its child node is: Upon a descendant IAB-MT receiving the RRC reconfiguration for its own intra-donor migration (e.g., including the new IP address(es)).
2. The handling of the buffered RRC Reconfiguration message upon migration/HO failure
10 companies participated the discussion. 6 companies preferred option 2, 1 company is fine with either option 2 or 3, 2 company preferred option 3, 1 company preferred option 1. The main open point here is, the PDCP SN order needs to be maintained if a message is discarded, and since it touches PDCP SN, this should be left to RAN2 to discuss. 
Considering the fact that there is a clear majority view, moderator would go for a WA on option 2.
Moderator’s suggestion: WA: Upon migration/HO failure case, the buffered RRC message is still transferred to child node.
3. To confirm the adoption of solution 1
All the companies shared the same view to turn solution 1 from WA to a formal agreement, and WI rapporteur suggested some rewordings which look more accurate, moderator would suggest to go for the revision from WI rapporteur.
Moderator’s suggestion: Agree to confirm solution 1: An IAB-DU buffers an RRC message for a child IAB-MT based on an indication in the F1AP message carrying this RRC message.
· For Handling of reception of multiple RRC message
1. The parent node behavior when a second RRC message is received before the buffered RRC message is sent to child node.
10 companies participated the discussion, 8 of them shared similar view that the parent node can send both of the two RRC messages in sequence in case a second RRC message is received, 2 companies (of the 8) suggested a revision which looks cleaner that the parent node needs to send both in sequence; while the other 2 companies tended to think this should be discussed in RAN2. Considering the timeline, moderator would suggest to go for majority in RAN3.
Moderator’s suggestion:  When a second RRC Reconfiguration arrives for the child-node before the buffered RRC Reconfiguration message has been released to the child node, the parent node sends both RRC messages in sequence immediately.
· For the support of CHO
1. Whether to support CHO combined with solution#1
10 companies participated the discussion, 9 companies shared the same view that it should not be supported, 1 company thought it should be discussed in RAN2.
Moderator’s suggestion: Agee to not support CHO combined with solution#1
· For the Avoidance of IP address reconfiguration for descendent IAB nodes in partial migration
8 companies participated the discussion, 3 companies shared similar view that there is no need for further enhancements on this, the current mechanism (including what is being discussed) should serve the purpose, 3 companies think that option 1, i.e. a set of parallel tunnels for inter-donor routing of DL and UL IP packets is established between the Donor-DU1 and the Donor-DU2, and corresponding F1 and Xn signalling should be specified, while other 2 companies thought that that avoidance of descendant node reconfiguration should be discussed after the baseline solution for inter-donor migration has been settled, which was also agreed in last meeting. In moderator’s observations, companies who are negative on further enhancements of this are mainly concerned about the timeline which actually matches the intention of the agreements in last meeting. With this understanding, moderator would suggest to keep the current agreements, i.e. avoidance of descendant node reconfiguration should be discussed after the baseline solution for inter-donor migration has been settled.
Moderator’s suggestion: To keep the current common understanding that, the avoidance of descendant node reconfiguration should be discussed after the baseline solution for inter-donor migration has been settled. Since this was already agreed, there is no need to spend time confirming this again.

Discussion
In last RAN3 114-e meeting, the remaining open issues are not so many, the discussion in this paper will be based on the WA that solution 1 is adopted, and discuss the following issues, as indicated in the assignment above, which are mainly about the handling of the buffered RRC message in descendent node:
· Handling of buffered RRC message:
· For descendent node, the conditions for withholding an RRC Reconfiguration and for triggering the release of the buffered RRC Reconfiguration message
· In case of HO failure, how the migrating IAB node and descendent node would handle
· Confirm the understanding of solution 1 agreed in last meeting
· Handling of reception of multiple RRC message
· CHO
· Avoidance of IP address reconfiguration for descendent IAB nodes in partial migration: parallel tunnels for inter-donor routing of DL and UL traffic is established and used between the Donor-DU1 and the Donor-DU2
The issues about tunnel between two donor-DUs are left to other CB.
Handling of buffered RRC message
The condition for the descendant node to send the buffered RRC message to its child node
From the papers, we could see that there are two options proposed: 
· Option 1: Upon descendant IAB-MT receives any RRC reconfiguration;
· Option 2: Upon descendant IAB-DU receives any F1AP reconfiguration on the routing table.
Companies are invited to provide views on above two options, which one or both could work. 
	Company
	Option 1, or option 2, or both
	Comments if any

	Huawei
	Both
	We think both options could work.

	Ericsson
	Modified Option 1
	The content of RRCReconfiguration message may not necessarily have to do with migration, so Option 1 should be modified to specifically state that RRCReconfiguration message to the descendant IAB-MT receives carries the reconfiguration pertaining to the migration:
· Option 1: Upon descendant IAB-MT receives a RRC reconfiguration pertaining to the migration. How to figure out if the message caries the reconfiguration pertaining to the migration is up to implementation.
Option 2 eliminates the benefits of reconfiguration via source path.

	Samsung 
	Option 1
	For the modification from Ericsson, we are wondering whether or not the IAB-MT can deduce the RRC Reconfiguration message is for migration. 
So, the current option 1 is clear enough. The donor CU can make sure there is no additional RRCReconfiguration before migration. 
Option 2 causes further delay since F1AP reconfiguration happens after the reception of RRCReconfiguration. 

	Lenovo
	Prefer Option 1
	Both options can work, but Option 2 introduces more delay than Option 1.

	Qualcomm
	Option 1
	Option 2 defies the whole idea of reduced service interruption since it reverts back to Rel-16, where descendent node migration is performed sequentially after the migrating IAB-node’s migration.
This idea of solution 1 is that all descendent nodes can simultaneously perform the transport path migration. In the case of Option 2, the parent node would have to perform the migration first to receive the F1AP message with the routing update, before it can release the buffered message for the child.
Ericsson’s rewording does not make sense. 
The migrating node releases the child node’s message based on successful migration + availability of routing entry as already agreed in prior meeting.
The descendent node releases the child node’s buffered message based on the reception of the RRC message buffered by the parent node. This buffered message is the reconfiguration message, otherwise it wouldn’t be buffered by the parent. If another RRC message would arrive at the parent for the descendent node, the parent would have to release the buffered message first. This means that no other RRC message can arrive at the descendent node before the configuration message. 
 

	Intel
	Option 1
	We think original option 1 is clear, as when there’s a RRC message withheld at the parent IAB-node, the descendant IAB-node will not receive any new RRC messages (it needs to be delivered in order). Therefore, the first received RRC message from the parent IAB-node is the withheld RRC message. When receiving the withheld RRC message, the descendant node will send the buffered RRC message to its child node.

	Nokia
	See comments
	Option 1 depends on how RAN2 handle the failure case. e.g. when the boundary IAB reestablish with a non-target parent cell, CU send a new RRCReconfiguration. Does the migration IAB send both the buffered RRC and new RRC to the descendant IAB? If both are sent, does descendant use any of the RRC as a trigger?
Option 2 is not good, since the routing table configuration may be performed early, e.g. even before the migration is performed. If the configuration is performed after the migration, then it does not reduce interruption. 


	Fujitsu
	None
	Based on Option1, the descendant node would deliver the buffered message wrongly, e.g., before the migrating node completing random access. It should not be “any” RRC reconfiguration, but the RRC reconfiguration for transport migration. We propose the modified Option 1 for descendant nodes:
· Upon descendant IAB-MT receives the RRC reconfiguration for itself for F1 transport migration (i.e., including IP addresses replacement configuration)
For Option2, we believe the descendant nodes don’t need the updated routing table when there is inter-donor-DU rerouting table configured on the migrating node for HO and the UL routing IDs maintain unchanged.

	ZTE
	Option 1 with revision 
	Descendant MT may receive RRC reconfiguration which is not related to the intra-donor migration. 
So we suggest that descendant could release RRC message to its child node upon receiving the RRC Reconfiguration message for itself related to the intra-donor migration of the migrating IAB-MT, i.e. new IP address info and corresponding new donor DU BAP address is included in the RRCReconfiguration message. 

	AT&T
	Option 1
	


The handling of the buffered RRC Reconfiguration message upon migration/HO failure	
From the papers, we also see different options for the handling of buffered RRC Reconfiguration message upon migration/HO failure for migrating IAB node and descendent IAB node:
· Option 1: For migrating IAB node, up to implementation to discard the buffered RRCReconfiguration message; for descendent IAB node, an indication in the F1AP message is needed to instruct the descendant IAB node to discard the buffered RRC message.
· Option 2: Still transfer the buffered RRC to child node
· Option 3: To be discussed in RAN2
· Option 4: Deliver an HO fail indication from parent node to child node
Companies are invited to provide comments to the above different options, and feel free to add clarifications if the above summarized options are not clear enough.

	Company
	Which option(s)
	Comments if any

	Huawei
	Option 1
	

	Ericsson
	Option 2
	There is no need to send a discarding indication, it is sufficient for the node to deliver both the old and new RRC reconfiguration to the child, and the child will apply them sequentially. This will not cause issues and has no RAN2 impact, which is important since RAN2 anyway has no time to work on this.

	Samsung 
	Option 2
	Share view with Ericsson

	Lenovo
	Option 2
	Share view with Ericsson

	Qualcomm
	Option 2
	Share view with Ericsson.
Option 1: The RRC message MUST NOT be discarded since this would create a PDCP SN gap. RAN2 has made this clear in their LS. 
Option 3: RAN2 already provided feedback that PDCP SN order needs to be maintained. 
Option 4: The HO fail message is meaningless if a new RRC Reconfiguration can be delivered instead. 

	Intel
	Option 2 or 3
	As mentioned in RAN2 LS R2-2109108, RRC messages (PDCP PDUs) should be received in order at the IAB-MT, as t-reordering is set as infinity for SRBs. Hence, the buffered RRCReconfiguration message should not be discarded at the migrating IAB-node. Otherwise, the child IAB-node will always wait for that RRC messages as PDCP SN is missing in the reordering window. The new RRC messages (which may include not only bap configuration, but other RRC configuration) after the withheld RRC message will never be adopted/configured at the child IAB-node.
Apart from bap configurations, the withheld RRC message could also contain other RRC configurations which are related to the connection of the child IAB-MT. It is still important to send the withheld RRC message to the child IAB-node even migration is failure, so that the child IAB-node can be configured properly and timely by other unrelated IAB RRC reconfigurations. To identify whether the bap configuration can be ignored or configured at the child IAB-node, a failure indication is needed to inform the child IAB-node. 
Otherwise, it was replied in R2-2109108 that RAN2 will investigate those open issues and how to handle the withheld RRC message for the migration failure case. We think it would be good to let RAN2 discuss whether a failure indication is needed, as it’s within RAN2 scope of how to handle RRC messages.

	Nokia
	Option 3
	This is clearly in RAN2 scope.
If both are sent, is there a guarantee that the descendant will never use the old one to send any UL packet?

	Fujitsu
	Option 2 
	We think the simplest method is transferring the RRC message in spite of migration failure.

	ZTE
	Option 3
	If the migration of migrating IAB-MT fails, the withheld RRCReconfiguration shall not be deleted to avoid PDCP SN gap. And if the withheld RRCReconfiguration is released to child MT upon migration failure, incorrect reconfiguration would be implemented by the child MT.
In the RAN2 reply LS, RAN2 points out that the case of IAB-node migration failure needs to be discussed for solution 1. So we assume that RAN2 would discuss this issue. however, this is issue is not under discussion in RAN2 in this meeting. So we suggest to send an LS to RAN2 to ask for feedback.

	AT&T
	Option 2
	It seems reasonable that delivering both the old and new will work as the child should apply both of them immediately and in sequence. 

	
	
	

	
	
	



To confirm the adoption of solution 1
In last meeting, solution 1 was agreed as WA, and we see some proposals to confirm the adoption of solution 1, which is:
· For all the IAB nodes which needs to buffer the RRC message, an F1AP indication from parent node indicating to withhold the RRC message
Companies are invited to confirm the above understanding.
	Company
	Yes/No
	Comments if any

	Huawei
	Yes
	

	Ericsson
	Yes
	

	Samsung 
	Yes 
	

	Lenovo
	Yes
	

	Qualcomm
	The intention may be right but it needs to be reworded.
	We propose rewording: An IAB-DU buffers an RRC message for a child IAB-MT based on an indication in the F1AP message carrying this RRC message.

	Intel
	Yes
	

	Nokia
	Yes
	

	Fujitsu
	Yes
	

	ZTE
	Ok 
	We can accept it if it’s majority view. 

	AT&T
	Yes
	


Handling of reception of multiple RRC message
It seems that companies had similar proposal as follows:
· When a second RRC Reconfiguration arrives before the buffered RRC Reconfiguration message is sent to child node, the parent node can send both of the two RRC messages in sequence, and when to send the second one is up to implementation
Companies are invited to confirm the above proposal.
	Company
	Yes/No
	Comments if any

	Huawei
	Yes
	

	Ericsson
	OK, but…
	We wonder why it is up to implementation when to send the second one? It should rather be sent ASAP, because delaying does not help.

	Samsung 
	Yes 
	

	Lenovo
	Yes
	

	Qualcomm
	Yes, intention is right.
	We agree with Ericsson. 
We propose the following rewording:
When a second RRC Reconfiguration arrives for the child-node before the buffered RRC Reconfiguration message is sent has been released to the child node, the parent node can sends both of the two RRC messages in sequence, and when to send the second one is up to implementation


	Intel
	Yes with comment
	We share the same view with Ericsson that two RRC messages should be sent to the child IAB-node in sequence, which should be sent ASAP.

	Nokia
	RAN2 issue
	As commented early, this is in RAN2 scope. 


	Fujitsu
	Yes
	Agree with Ericsson.

	ZTE
	See comments 
	Agree with Nokia that it’s in RAN2 scope. The descendant IAB-MT would receive multiple RRC Reconfiguration messages in a short time interval. The issue of how to handle the received multiple RRC Reconfiguration messages at IAB-MT in a short time interval needs to be further discussed in RAN2. 

	AT&T
	Yes with comment
	Agree with Ericsson and with Qualcomm’s rewording


The support of CHO
For the support of CHO combined with solution#1, basically there are two proposals:
· Option 1: No support
· Option 2: To be discussed in RAN2
Companies are invited to provide views on above two options, and feel free to add further clarifications or further refinement of the options if needed.
	Company
	Which option
	Comments if any

	Huawei
	Option 1
	

	Ericsson
	1
	They cannot be supported together, Sol1 pertains to normal HO.

	Samsung 
	1
	

	Lenovo
	Option 1
	

	Qualcomm
	Option 1
	Agree with Ericsson

	Intel
	Option 1.
	

	Nokia
	Option 2
	This is more related to RAN2, rather RAN3.

	Fujitsu
	Option 1
	

	ZTE
	Option 1
	

	AT&T
	Option 1
	


Avoidance of IP address reconfiguration for descendent IAB nodes in partial migration
There are not so many proposals on this topic, the related proposals were mainly about the reusing the tunnel between donor-DUs for the UL/DL packets, some companies think there is no need for further enhancements.
· Option 1: To avoid IP address reconfiguration of descendent nodes, a set of parallel tunnels for inter-donor routing of DL and UL IP packets is established between the Donor-DU1 and the Donor-DU2.
· Option 2: No further enhancements needed
Companies are invited to provide comments 
	Company
	Which option
	Comments if any

	Huawei
	Option 2
	

	Ericsson
	Option 1
	The baseline case has been settled, so, as per the RAN3#114-e agreement we should now discuss the proposal in Option 1 that helps avoid at least the following actions during partial migration, per descendant node:
1. Coordination between source and target donors about the new IP addresses for the descendants.
2. RRC signalling from source CU to assign the new IPs to the descendants.
3. Setting up the new IPsec tunnel to the SeGW of source donor.
4. If MOBIKE is not used, updating of inner address to the source donor, establishing new SCTP association/updating the F1-U tunnel.
5. If MOBIKE is used, informing the source donor that the inner address is reused.
6. Since the network below the boundary node may consist of several hops, the above actions, executed per each descendant node, need to be orchestrated layer by layer. For instance, the above should be first executed by the children of the boundary node, then by their children etc.
It should also be noted that:
· If descendants would be forced to change their IP addresses, when partial migration is revoked, all the above redundant actions would need to be done once again, by each descendant node.
· The above is compatible with the Rel-16 intra-donor migration, where the step related to IP address update of descendants are omitted.

The specification impact is small, given that a similar mechanism for Ul rerouting will be specified, and the proposal on the table is as follows:
Proposal 1: RAN3 to agree on the following WA: to avoid IP address reconfiguration of descendent nodes during inter-donor F1 transport migration, IP DL and UL packets are tunnelled between Donor-DU1 and Donor-DU2.
Proposal 2: Specify the F1AP signalling for:
· Donor-CU1 to configure Donor-DU1 with the map the DL packets to the inter-donor-DU tunnels based on IP header.
· Donor-CU2 to configure Donor-DU2 to derive BAP headers of tunnelled DL packets based on IP headers (pertaining to CU1 IP domain), and to map UL packets to inter-donor-DU tunnels based on IP headers.

	Samsung 
	Option 2
	If we goes for option 1, how to establish the parallel tunnels between two donor DUs need further discussion. It may need establish the tunnel by realizing 1:1 mapping for the F1-U tunnel since this is the best way to ensure the per-tunnel QoS. This will complex the system design. 
So, this topic can be postponed for now. 

	Lenovo
	Option 1
	Avoidance of IP address reconfiguration for descendant IAB nodes is beneficial to service interruption reduction for partial migration and accelerates the revocation of partial migration.
At the target donor DU, the same procedure specified for inter-DU rerouting can be used.
While the source donor DU needs to be informed with the IP address info and the associated egress tunnel identifier so that it can map the DL packets to the right tunnel.

	Qualcomm
	Neither of option 1 or option 2
	RAN3 agreed in last meeting that avoidance of descendant node reconfiguration should be discussed after the baseline solution for inter-donor migration has been settled.
We have only 1TU in this meeting. We need to make progress on the inter-donor migration first.

	Nokia
	See comments
	This should be discussed later when the basic mechanism is completed. 

	Fujitsu
	Option 1
	We believe Option 1 is necessary [6].
If descendant nodes are not reconfigured with IP address anchored at target donor-DU, the DL packets from CU will still be delivered to the source donor-DU. The IP tunnels between source and target donor DUs can be used to transport the DL packets from source donor-DU to the target donor-DU. Then the target donor-DU can add BAP header to DL packets for routing them to descendant nodes.

	ZTE
	Option 2 
	The tunnel used for rerouting cannot be simply reused. For inter-donor routing, finer tunnels needs to be established to accommodate F1 traffic with various QoS. So we prefer no further enhancement is needed so far. 
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