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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last meeting, RAN3 made great progress on the RAN-visible QoE with some FFS still pending:
	RAN3 should discuss whether the existing identified RAN visible QoE metrics (or values if agreed) justifies the need of a separate reporting periodicity for RAN visible QoE
RAN3’s decision on whether to have a different reporting periodicity for RAN visible QoE is independent of RAN2’s decision on which SRB to use for RAN visible QoE
Send an LS to SA4 checking the feasibility of supporting a different reporting periodicity for RAN visible QoE metrics, from the application perspective.
There is no need to include slice ID as an explicit IE over Uu outside the QoE configuration and reporting container for legacy QoE. FFS whether and how to support per slice RVQoE configuration and reporting.

WA: Include PDU or QoS related information in RVQoE report



This contribution focuses on the further analysis on those remaining open issues in RAN visible QoE.
2. Discussion
In the last meetings, RAN3 has agreed that the RAN visible QoE is configured by the RAN and only can be configured if the QoE measurements are configured for the same service type. Also, RAN3 has agreed that there is no need to consider Start Time, Duration and Sample Percentage in the RAN Visible QoE configuration in Rel-17. The FFS is whether a different reporting periodicity for RAN visible QoE is needed.
If the RAN visible QoE and normal QoE can be reported in different periods, the UE may need to measure the metrics in different periods. It will increase the complexity of the UE and the overhead of reporting signalling in Uu as well. For example, if the reporting period of RAN visible QoE is shorter than the reporting period of the legacy QoE reporting, the APP needs to calculate the RAN visible QoE before calculating the legacy QoE results. It increases the processing load of the APP.
In the last meeting, some companies think RAN may want to have more real-time RAN visible QoE results than the legacy QoE. Currently RAN3 only agreed the Buffer level and playout delay for media startup as the RAN visible QoE metrics. We think we need to discuss it case by case.
The playout delay for media start-up indicates the waiting time that the user experiences for media start-up. The RAN does not know when the media start-up will happen and the RAN does not know how to set the reporting period. Also we think the play-back-start trigger will not happen frequently. Therefore it is not needed to introduce one reporting period for the playout delay.
	PlayoutDelayforMediaStartup
	Integer
	The playout delay for media start-up is measured as the time in milliseconds from the time instant of DASH player receives play-back-start trigger to the instant of media playout.
-	If the MPD has been delivered earlier before the user clicks, it may include the process time of MPD, the fetch time of some media segments which are required for media presentation, the process time of segments, and the time for media decode and render to the user.
-	If no MPD has been fetched earlier, it also needs to add the fetch time of MPD.



According to SA4 spec, the buffer level metric includes one the buffer level list. The list includes the time of the measurement of the buffer level and the level of the buffer. In our understanding, the RAN may want to configure a different reporting period in order to get the real-time buffer level. But it depends on whether the SA4 can accept a different reporting period for the RAN visible QoE, since this mainly impacts the interaction between AS layer and application layer for which SA4 should be consulted and, RAN2 and SA4 will be involved specification wise. But one thing is clear, the mechanism of keeping the same reporting period for legacy QoE measurement and RAN visible QoE metrics works well, and is also a simpler way.[image: ]

Observation 1: The mechanism of keeping the same reporting period for legacy QoE measurement and RAN visible QoE metrics works well, and is also a simpler way.
Proposal 1: Reporting of RAN visible QoE metrics in different periods is not needed. 
[bookmark: _GoBack]In the last meeting, RAN3 also discussed the slice ID and QoS flow information outside the reporting container for the RAN visible QoE and one WA was reached.
The motivation of RAN visible QoE is to optimize the radio resource allocation. In NR, the radio resource are configured per DRB. The RAN maps packets belonging to different PDU sessions to different DRBs and different QoS flows of one PDU session can be mapped to different DRBs. Therefore the RAN needs to know the PDU session and the DRB IDs corresponding to RAN visible QoE. As we know, different PDU session may have the same slice ID. Based on the slice ID, the RAN node still cannot determine to which PDU session and DRB IDs the RAN visible QoE report corresponds. Therefore we think the UE can report the PDU session information together with the RAN visible QoE. In our understanding, the UE application layer does not know the DRB information. Therefore it is better that the QoS flow information is also reported in order to confirm the DRBs that need to be optimized. Also, according to the discussion in the last meeting, most of companies agreed that the PDU session information and QoS flow information are needed. According to the LS [1] from SA4, the UE application layer can know the PDU session information, but we are not sure whether the application layer can know the QoS flow information. Therefore, RAN3 could consider  sending one LS to SA4 to check, if there is no consensus of including QoS flow info. 
Proposal 2: For the RAN visible QoE, the slice id outside the reporting container is not needed. 
Proposal 3: The PDU session information and QoS flow information are reported together with the RAN visible QoE. 
Proposal 4: Send LS to SA4/CT1 to check whether the application layer can know the QoS flows of the service, if needed.
In the last meeting, RAN3 discussed the RAN visible QoE values and did not reach conclusions. According to the email discussion, different companies have different understanding on the definition of the RAN visible QoE values. Some companies think it is derived from one QoE metric (e.g. buffer level alarm or the number of stalling events) and some companies think it is derived from more than one metrics. 
For the QoE value derived from the buffer level, we think the only benefit is to reduce the signalling overload. But it needs the RAN to configure the threshold of the buffer level alarm and needs the application to calculate the value. In our understanding, RAN can know the buffer level alarm based on the reported buffer level. It seems to be no need to introduce the buffer level alarm. For the QoE value defined as the number of stalling events, in our understanding, the stalling events can be indicated by the buffer level (i.e the buffer level is 0). Therefore it is not needed.
For the QoE value derived only from these RAN visible QoE metrics, whether reported by UE or by RAN, since the QoE as a kind of experience should be an E2E evaluation, which would not be complete or accurate if it just takes part of the QoE metrics into account; with this logic, since not all the QoE metrics are visible to RAN, it is a natural way that QoE value should be reported by UE, which would require RAN2 impacts, i.e. Uu interface updates are needed. Furtherly, since QoE is an E2E conception, we think SA4 should be responsible for QoE value definition since SA4 has full knowledge of a service type, and LS was already sent to SA4 trying to trigger corresponding work in SA4. 
The only open issue here is, whether RAN2 could be signalling ready for reporting QoE value if SA4 could not finish the QoE definition within R17 time frame, but this is RAN2 to decide since RAN2 is also aware of the situation with the incoming LS from RAN3.  
Observation 2: The definition of QoE value would not be complete and accurate if it just takes part of the QoE metrics into account.
Observation 3: QoE is an E2E conception, the definition of QoE value should be SA4 responsibility since SA4 has full knowledge of an ongoing service type, and should be reported by UE which would require Uu interface updates.
Proposal 5: No need to introduce the QoE value derived from only one metric or some certain metrics.
Yet, there is another issues which has not been touched is the privacy, similar as MDT, we think the reporting of QoE metrics to RAN concerns the user privacy for which at least user consent is needed.
Proposal 6: To introduce user consent mechanism, similar as in MDT, for RAN visible QoE metrics.
The corresponding TP to NG interface could be referred to [2].
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we have the following observations and proposal.
Observation 1: The mechanism of keeping the same reporting period for legacy QoE measurement and RAN visible QoE metrics works well, and is also a simpler way.
Observation 2: The definition of QoE value would not be complete and accurate if it just takes part of the QoE metrics into account.
Observation 3: QoE is an E2E conception, the definition of QoE value should be SA4 responsibility since SA4 has full knowledge of an ongoing service type, and should be reported by UE which would require Uu interface updates.
Proposal 1: Reporting of RAN visible QoE metrics in different periods is not needed.. 
Proposal 2: For the RAN visible QoE, the slice id outside the reporting container is not needed. 
Proposal 3: The PDU session information and QoS flow information are reported together with the RAN visible QoE. 
Proposal 4: Send LS to SA4/CT1 to check whether the application layer can know the QoS flows of the service, if needed.
Proposal 5: No need to introduce the QoE value derived from only one metric or some certain metrics.
Proposal 6: To introduce user consent mechanism, similar as in MDT, for RAN visible QoE metrics.
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Table D.4 — List of buffer level

Busferievel List List of buffer occupancy level measurements during
playout at normal speed.
{ (Entry Object One buffer level measurement.
® Real-Tine Time of the measurement of the buffer level.
Tevel Integer Level of the buffer in milliseconds. Indicates the playout

duration for which media data of all active media compo-|
nents is available starting from the current playout time.

The key is Buzzerievel (x), where n is a positive integer defined to refer to the metric in which the
buffer level is recorded every n ms.




