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1. [bookmark: OLE_LINK14][bookmark: OLE_LINK13]Introduction
[bookmark: _Hlk53665621]In the latest RAN3 #113e and 114e meetings, two solutions for AI-based mobility optimization were captured in 37.817[1], considering where the AI model training and inference functions are deployed.
	1. The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
1. Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node


In this contribution, we further discuss the potential solution for AI-based mobility optimization.
2. Discussion
For AI-based mobility optimization, the AI model training and model inference function deployment locations include the following combinations:
Table 1: location of AI functionality
	Solution
	Location of model training
	Location of model inference
	Pros
	Cons

	1
	OAM
	RAN node
	- Centralized data collection can acquire a large amount of data for training.
- The model has a better generalization ability
	- Massive data exchange between OAM and RAN node
- Exposing UE trajectory may introduce privacy concerns. 

	2
	RAN node
	RAN node
	- Distributed data collection can reduce data exchange between different NW entities.
- The model is highly adapted to the RAN node
	- Each RAN node needs to train a separate model
- privacy concerns as above

	3
	OAM
	UE
	- No need to expose the UE trajectory.
- Less info from UE to gNB as input (e.g., moving direction and velocity). 
- Less model update with good generalization ability.
	- With good generalization ability, the model may be complex and the size may be large.
- The UE needs more additional storage to store the model.

	4
	RAN node
	UE
	- - No need to expose the UE trajectory.
- Less info from UE to gNB as input (e.g., moving direction and velocity). 
	- Frequent model update when serving cell changes.


For solution 1 and solution 2, exposing the UE trajectory may introduce privacy concerns. If the user does not permit to reveal its location or historical trajectory to the network, some AI-based solutions may not work. On the contrary, the solutions of model inference functions located at the UE, i.e., solution 3 and solution 4, can predict the trajectory without reporting it, thus reducing user privacy risks.
Observation 1: The solutions of model inference function located in the UE can reduce user privacy risks.
The difference between solution 3 and solution 4 is where to locate the model training function. The choice between the two solutions shall be based on the balance between model size and frequency of model updates.
The procedure of solution 3 is illustrated in Figure 1:


Figure 1: AI/ML Model Training in OAM and AI/ML Model Inference in UE
Step 0. The OAM send data collection request to the NG-RAN nodes to collect essential data for model training.
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration messages to UE including configuration information.
Step 2. The UE collects the indicated measurement and sends measurement report to the NG-RAN node, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cells and neighboring cells.
Step 3. The NG-RAN nodes feedback data collection response to OAM including the required data.
Step 4. Model Training in OAM. Required measurements are leveraged to train the ML model for UE mobility optimization.
Step 5-6. OAM sends ML Model Deployment Message to deploy the trained/updated ML model in the UE via the NG-RAN node. The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7. Model Inference. The UE obtains the essential input to perform model inference to output the prediction for mobility optimization, e.g. target cell prediction, target NG-RAN node prediction, etc.
Step 8. The UE sends the output to the NG-RAN node.
Step 9. According to the prediction, recommended actions are executed, i.e., handover procedure between UE, source NG-RAN node and target NG-RAN node.
Step 10. The NG-RAN nodes send the AI/ML model performance feedback to OAM.
The procedure of solution 4 is illustrated in Figure 2:


Figure 2: AI/ML Model Training in NG-RAN node and AI/ML Model Inference in UE
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration messages to UE including configuration information.
Step 2. The UE collects the indicated measurement and sends measurement report to the NG-RAN node, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cells and neighboring cells.
Step 3. Model Training in NG-RAN node. Required measurements are leveraged to train the ML model for UE mobility optimization.
Step 4. NG-RAN node sends ML Model Deployment Message to deploy the trained/updated ML model in the UE. 
Step 5. Model Inference. The UE obtains the essential input to perform model inference to output the prediction for mobility optimization, e.g. target cell prediction, target NG-RAN node prediction, etc.
Step 6. The UE sends the output to the NG-RAN node.
Step 7. According to the prediction, recommended actions are executed, i.e., handover procedure between UE, source NG-RAN node and target NG-RAN node.
Step 8. The target NG-RAN sends the AI/ML model performance feedback to the source NG-RAN node.
Proposal 1: Capture the solutions into the TR that model training located in the RAN node or OAM, and model inference located in the UE.
The corresponding TP for TR37.817 is provided in clause 5.
3. Conclusion
Observation 1: The solutions of model inference function located in the UE can reduce user privacy risks.
Proposal 1: Capture the solutions into the TR that model training located in the RAN node or OAM, and model inference located in the UE.
4. Reference
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5. TP for TR 37.817
**********************************Start of Change**********************************

1. [bookmark: _Toc88582296]5.3.2.1			Locations for AI/ML Model Training and AI/ML Model Inference
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, the following four two options are considered: 
1. The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
1. Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node
1. The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the UE
1. Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the UE

Furthermore, for CU-DU split scenario, following option is possible:
1. AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP or UE

**********************************Next Change**********************************

1. 5.3.2.4			AI/ML Model Training in OAM and AI/ML Model Inference in UE


Figure 5.3-3  AI/ML Model Training in OAM and AI/ML Model Inference in UE
Step 0. The OAM send data collection request to the NG-RAN nodes to collect essential data for model training.
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration messages to UE including configuration information.
Step 2. The UE collects the indicated measurement and sends measurement report to the NG-RAN node, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cells and neighboring cells.
Step 3. The NG-RAN nodes feedback data collection response to OAM including the required data.
Step 4. Model Training in OAM. Required measurements are leveraged to train the ML model for UE mobility optimization.
Step 5-6. OAM sends ML Model Deployment Message to deploy the trained/updated ML model in the UE via the NG-RAN node. The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Step 7. Model Inference. The UE obtains the essential input to perform model inference to output the prediction for mobility optimization, e.g. target cell prediction, target NG-RAN node prediction, etc.
Step 8. The UE sends the output to the NG-RAN node.
Step 9. According to the prediction, recommended actions are executed, i.e., handover procedure between UE, source NG-RAN node and target NG-RAN node.
Step 10. The NG-RAN nodes send the AI/ML model performance feedback to OAM.
1. 5.3.2.5			AI/ML Model Training in NG-RAN node and AI/ML Model Inference in UE


Figure 5.3-4  AI/ML Model Training in NG-RAN node and AI/ML Model Inference in UE
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration messages to UE including configuration information.
Step 2. The UE collects the indicated measurement and sends measurement report to the NG-RAN node, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cells and neighboring cells.
Step 3. Model Training in NG-RAN node. Required measurements are leveraged to train the ML model for UE mobility optimization.
Step 4. NG-RAN node sends ML Model Deployment Message to deploy the trained/updated ML model in the UE. 
Step 5. Model Inference. The UE obtains the essential input to perform model inference to output the prediction for mobility optimization, e.g. target cell prediction, target NG-RAN node prediction, etc.
Step 6. The UE sends the output to the NG-RAN node.
Step 7. According to the prediction, recommended actions are executed, i.e., handover procedure between UE, source NG-RAN node and target NG-RAN node.
Step 8. The target NG-RAN sends the AI/ML model performance feedback to the source NG-RAN node.
**********************************End of Change**********************************
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