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1 Introduction
According to discussion during last RAN3 meeting, one issue is still left open which is captured as follows,
RAN3#114e:
Agree that Multi-Carrier Resource sharing solution has no stage 3 impact.
WA: The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions.
WA: Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective.
WA: Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.
To be continued:
· Pre-emption aspects (existing tools enough?, is clarification needed for the interaction between the existing tools QoS framework (ARP) and RRMPolicyRatio ?)
This contribution further discusses these open issues.
2	Discussion
The pre-emption mechanism is based on Configuration Based Solution, wherein the following bullets needs to be further studied for a specific S-NSSAI [2],
-	it can explicitly use resources belonging to which S-NSSAIs;
-	it can use the dedicated but not used resources of other S-NSSAIs;
-	it can preempt the used prioritized and/or shared resources from other S-NSSAIs.
Since during last meeting, we’ve agreed the working assumption that current SA5definition and model related to RRM dedicated policy is kept unchanged, and we still do not identify any need to change the dedicated policy. Then we only need to focus on prioritized and shared resources for the pre-emption mechanism.
According to the discussion during last meeting, it is a common understanding that a slice can always pre-empt the shared resource if the shared resource is not used by other slices; while the prioritized resource allocated to other slices can also be temporarily used by the slice in resource shortage. So the current spec has already allowed the slice in resource shortage to use those unused prioritized/shared resources allocated to other slices.
Observation 1: The current spec has already allowed the slice in resource shortage to use those unused prioritized/shared resources allocated to other slices.
However, the discussion is still open on whether the slice in resource shortage could use those in-used prioritized/shared resources from other slices; specifically, is the current definition of QoS parameter ARP enough to handle such case?
Presumably speaking, if we introduce another pre-emption mechanism for the slices configured per cell, we need to understand which node is responsible for the configuration of such pre-emption mechanism, and there are potentially two options: configured by Core or configured by OAM.
If the new pre-emption mechanism is configured by Core, according to the current spec on the transmission of ARP over NGAP, the following IEs have been defined,
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This IE specifies the relative importance of a QoS flow compared to other QoS flows for allocation and retention of NG-RAN resources.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Priority Level
	M
	
	INTEGER (1..15)
	Desc.: This IE defines the relative importance of a resource request (see TS 23.501 [9]).
Usage: Values are ordered in decreasing order of priority, i.e., with 1 as the highest priority and 15 as the lowest priority.

	Pre-emption Capability
	M
	
	ENUMERATED (shall not trigger pre-emption, may trigger pre-emption, …)
	Desc.: This IE indicates the pre-emption capability of the request on other QoS flows (see TS 23.501 [9]).
Usage: The QoS flow shall not pre-empt other QoS flows or, the QoS flow may pre-empt other QoS flows.
Note: The Pre-emption Capability indicator applies to the allocation of resources for a QoS flow and as such it provides the trigger to the pre-emption procedures/processes of the NG-RAN node.

	Pre-emption Vulnerability
	M
	
	ENUMERATED (not pre-emptable, pre-emptable, …)
	Desc.: This IE indicates the vulnerability of the QoS flow to pre-emption of other QoS flows (see TS 23.501 [9]).
Usage: The QoS flow shall not be pre-empted by other QoS flows or the QoS flow may be pre-empted by other QoS flows. Note: The Pre-emption Vulnerability indicator applies for the entire duration of the QoS flow, unless modified and as such indicates whether the QoS flow is a target of the pre-emption procedures/processes of the NG-RAN node.


------------------------------------------------------------End of quotation-------------------------------------------------------------
As specified in TS 38.413, each QoS flow will be associated with an ARP, and the detailed information of ARP signalled from SMF to NG-RAN includes Priority Level, Pre-emption Capability and Pre-emption Vulnerability. Note that the ARP is configured by CN as per QoS flow, and ARP is normally used for radio resource scheduling for specific cell(s), which means that Core has already been able to provide a pre-emption mechanism with finer granularity compared to per slice per cell, which is the intended granularity of potential enhancement as suggested by the Configuration Based Solution.
Observation 2: The Core Network has already been able to provide the pre-emption mechanism (i.e. ARP per QoS flow) with finer granularity compared to per slice per cell.
On the other hand, if the new pre-emption mechanism is configured by OAM, then NG-RAN will be configured with two separate pre-emption mechanism from two different nodes, and it is unclear which pre-emption mechanism the NG-RAN should follow, if two mechanisms are configured contradictive. So in summary we temporarily do not see the need to introduce a new pre-emption mechanism as per slice per cell.
Proposal 1: Agree the working assumption that the existing tool is enough from the perspective of pre-emption mechanism.

3	Conclusion
This contribution discusses service continuity for slicing, and provides following proposals,
Observation 1: The current spec has already allowed the slice in resource shortage to use those unused prioritized/shared resources allocated to other slices.
Observation 2: The Core Network has already been able to provide the pre-emption mechanism (i.e. ARP per QoS flow) with finer granularity compared to per slice per cell.
Proposal 1: Agree the working assumption that the existing tool is enough from the perspective of pre-emption mechanism.
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