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1	Introduction
The introduction of PRB usage as a load metric for inter-system load balancing has been discussed for several meetings, but remains as an open issue. According to the discussion of last meeting, the following text has been captured,
RAN3#114e:
Issue 1: PRB usage – is this beneficial to have? Are there any technical questions on the proposed solution? 
Introduce PRB usage for load status metric if no show stopper exists, to be continued in next meeting
To be continued …
This contribution provides further discussions to introduce PRB usage for inter-system load balancing.
2	Discussion
The introduction of PRB usage has been discussed for many meetings, but no consensus achieved.
In current network, it is a basic strategy that the deployment of eNB will constantly provide the basic coverage, and UEs are probable to be load balanced and get served by an eNB when the capacity/coverage of NG-RAN is limited for a specific area; therefore, the demand for 4G-5G inter-system load balancing is high and urgent. As a result, the load metrics used for 4G-5G inter-system load balancing should be efficient to be used and clear in definition, so that the current network can benefit from the load metrics to be exchanged.
Observation 1: The load metrics for 4G-5G inter-system load balancing should be efficient to be used and clear in definition.
According to RAN3’s progress, we’ve agreed to introduce CAC, RRC connections, and Number of active UEs as the load metric for 4G-5G inter-system load balancing.
CAC, as specified in both TS 36.423 and TS 38.423, indicates the overall available resource level per cell which reflects the cell capacity. Take TS 38.423 as an example [1],
------------------------------------------------------------Start of quotation------------------------------------------------------------
[bookmark: _Hlk44423291][bookmark: _Toc44497639][bookmark: _Toc45108027][bookmark: _Toc14207856][bookmark: _Toc51850727][bookmark: _Toc45901647]9.2.2.51	Composite Available Capacity Group
The Composite Available Capacity Group IE indicates the overall available resource level per cell and per SSB area in the cell in Downlink and Uplink.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Composite Available Capacity Downlink
	M
	
	Composite Available Capacity 
9.2.2.52
	For the Downlink

	Composite Available Capacity Uplink
	M
	
	Composite Available Capacity 
9.2.2.52
	For the Uplink



[bookmark: _Hlk44423334][bookmark: _Toc14207857][bookmark: _Toc44497640][bookmark: _Toc45108028][bookmark: _Toc51850728][bookmark: _Toc45901648]9.2.2.52	Composite Available Capacity
The Composite Available Capacity IE indicates the overall available resource level in the cell in either Downlink or Uplink.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Cell Capacity Class Value
	O
	
	9.2.2.53
	

	Capacity Value 
	M
	
	9.2.2.54
	‘0’ indicates no resource is available, Measured on a linear scale.



[bookmark: _Hlk44423397][bookmark: _Toc14207858][bookmark: _Toc44497641][bookmark: _Toc45108029][bookmark: _Toc45901649][bookmark: _Toc51850729]9.2.2.53	Cell Capacity Class Value
The Cell Capacity Class Value IE indicates the value that classifies the cell capacity with regards to the other cells. The Cell Capacity Class Value IE only indicates resources that are configured for traffic purposes.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Capacity Class Value
	M
	
	INTEGER (1..100,...)
	Value 1 indicates the minimum cell capacity, and 100 indicates the maximum cell capacity. There should be a linear relation between cell capacity and Cell Capacity Class Value.



[bookmark: _Toc44497642][bookmark: _Toc45901650][bookmark: _Toc45108030][bookmark: _Toc51850730][bookmark: _Toc14207859]9.2.2.54	Capacity Value
The Capacity Value IE indicates the amount of resources per cell and per SSB area that are available relative to the total NG-RAN resources. The capacity value should be measured and reported so that the minimum NG-RAN resource usage of existing services is reserved according to implementation. The Capacity Value IE can be weighted according to the ratio of cell capacity class values, if available.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Capacity Value
	M
	
	INTEGER (0..100)
	Value 0 indicates no available capacity, and 100 indicates maximum available capacity with respect to the whole cell. Capacity Value should be measured on a linear scale.


------------------------------------------------------------End of quotation------------------------------------------------------------

As given in TS 38.423, CAC is comprised of two values, namely Cell Capacity Class Value (CCCV) and Capacity Value (CV), and both of the two values interpret cell capacity as the amount of available resources per cell; however, when we look into what does ‘resources per cell’ refer to, we are not able to find a clear definition as such. Instead, we can only find the following paragraph as specified in TS 28.541 which defines the Network Resource Model for RRM policy [2],
------------------------------------------------------------Start of quotation------------------------------------------------------------
[bookmark: _Toc59182625][bookmark: _Toc59184091][bookmark: _Toc67989875][bookmark: _Toc59439452][bookmark: _Toc59195026]4.3.43	RRMPolicy_
[bookmark: _Toc59439453][bookmark: _Toc59184092][bookmark: _Toc67989876][bookmark: _Toc59182626][bookmark: _Toc59195027]4.3.43.1	Definition
This IOC represents the properties of an abstract RRMPolicy. The RRMPolicy_ IOC needs to be subclassed to be instantiated. It defines two attributes apart from those inherited from TOP IOC, the resourceType attribute defines type of resource (PRB, PRB in uplink, PRB in downlink,RRC connected users, DRB usage etc.) and the rRMPolicyMemberList attribute defines the RRMPolicyMember(s)that is subject to this policy. An RRM resource (defined in resourceType attribute) is located in NRCellDU, NRCellCU, GNBDUFunction, GNBCUCPFunction or in GNBCUUPFunction. The RRMPolicyRatio IOC is one realization of a RRMPolicy_ IOC, see the inheritance in Figure 4.2.1.2-1. This RRM framework allows adding new policies, both standardized or as vendor specific, by inheriting from the abstract RRMPolicy_ IOC. 
------------------------------------------------------------End of quotation------------------------------------------------------------
As indicated in TS 28.541, the resource type used for RRM Policy contains not only PRB usage, but also RRC connected users, DRB usage etc. From our understanding, all of these resource types can be regarded as a reference to the ‘resources per cell’, so at least it is unclear that which resource type(s) CAC will take into account. As a result, if a source node needs to offload UEs to a target node, and if the potential target nodes are from different vendors who may consider different resource types when calculating CAC values, the source node has no clue on which target node is more appropriate by merely receiving CAC values reported.
Observation 2: The resource type(s) used for calculating CAC values is unclear, so reporting CAC alone may lead to inefficiency in a multi-vendor environment.
For other adopted metrics, RRC connections reflect the control plane load, and Number of active UEs only reports the mean number per cell which is just a rough estimation on the user plane load. So it is necessary to introduce a new load metric which can reflect the user plane load/capacity while ensuring clearness in definition.
Observation 3: Current adopted load metrics for inter-system load balancing are not enough to reflect the user plane capacity while ensuring clearness in definition.
Consequently, PRB usage is the best candidate to satisfy the requirement mentioned above. Firstly, it has the clear definition, i.e. the usage of PRBs in percentage per cell, which will not cause any ambiguity on the value setting. Secondly, PRB usage reflects the user plane load of the radio resource which has long been considered as the main bottleneck of the data transmission. Thirdly, PRB usage has already been adopted for intra-system load balancing in specs, and has proven to be one efficient load metric in current networks including both LTE and NR.
It should be noted that PRB usage is not a substitute to any existing agreed load metrics; instead, introducing PRB usage is a necessary complementary to CAC, RRC Connections and Number of active UEs, in order to guarantee the feature to be efficient and useful.
In addition, the mechanism for the load reporting has been quite mature since LTE, and all load metrics already considered, including PRB usage, CAC, RRC Connections and Number of active UEs, have been proven to be beneficial in the current network. In our understanding, the spec will define a whole set of metrics which has been proven to be useful or are believed to be useful depending on different use cases, and operators should be provided with the flexibility to request load metrics to be reported according to the requirement, deployment and experience etc.
Observation 4: PRB usage has clear definition and reflects the load of the radio resource which is considered as the main bottleneck of the data transmission. And PRB usage has proven to be useful and efficient in current network.
Observation 5: PRB usage is a necessary complementary to already agreed load metrics for inter-system load balancing, and operators should be provided with the flexibility to request load metrics to be reported.
Proposal 1: Introduce PRB usage as the load metric for inter-system load balancing.
Based on the online discussion during last meeting, some companies had concern that eNB will not know the PRB structure of NG-RAN cells; however, in our opinion, lacking the knowledge of PRB structure does not mean that reporting PRB usage is not needed. On the contrary, such problem can be easily solved by replying NR bandwidth information (including SCS information and BW information in terms of number of resource blocks) of the NG-RAN cell upon request of the load reporting by the eNB, so that the source eNB will subsequently make more accurate and efficient decisions on potential target NG-RAN node, which can be proved by the simple example below:
Let’s assume two potential target NR cell, Cell1 with 100 PRBs and reports 40% of PRB usage, while Cell2 with 200 PRBs and reports 60% of PRB usage. So the available number of PRBs for Cell1 is 60, and the available number of PRBs for Cell2 is 80. As a consequence, Cell2 will be the optimal choice; however, if the BW information is not coordinated beforehand, Cell1 may be selected as the target since it reports a lower PRB usage.
From our understanding, transferring NR bandwidth information doesn’t introduce too much complexity: the potential NR cell does not need to report its NR bandwidth information every time it performs load reporting, instead, the NR bandwidth information will be transmitted in Inter-system Resource Status Reply IE for only once. In addition, the code-points for both SCS info and BW info are quite limited so that the extra overhead is marginal. As a result, it is suggested to also include NR bandwidth information when replying the inter-system load reporting.
Observation 6: The NR bandwidth information can be transmitted in Inter-system Resource Status Reply IE for only once. And the code-points for both SCS info and BW info are quite limited so that the extra overhead is marginal.
Proposal 2: NG-RAN includes NR bandwidth information (including SCS information, and BW information in terms of number of resource blocks) for each cell when replying the inter-system load reporting.
3	Conclusion
This contribution discusses inter-system load balancing, and provides following proposals,
Observation 1: The load metrics for 4G-5G inter-system load balancing should be efficient to be used and clear in definition.
Observation 2: The resource type(s) used for calculating CAC values is unclear, so reporting CAC alone may lead to inefficiency in a multi-vendor environment.
[bookmark: _GoBack]Observation 3: Current adopted load metrics for inter-system load balancing are not enough to reflect the user plane capacity while ensuring clearness in definition.
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