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Introduction
Mobility between MBS supporting nodes was discussed in RAN3#114e and the conclusion is as follows:
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.
To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.
To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.
In this contribution, we take agreements above as baselines and continue to discuss PDCP SN synchronization and data forwarding in two scenarios.
Discussion
Scenarios to supporting lossless HO
At last meeting, companies provide two scenarios to support PDCP SN synchronization. Two scenarios are described as follows:
· Alt 1. PDCP SN sync among RAN nodes with different CU-UP 
· Alt 2. PDCP SN Sync for a common CU-UP
Scenario1 provided by most of companies represents a common understanding and applies to all deployment. RAN3 already agreed that source and target can derive synchronized PDCP SNs of MBS user data packets between gNBs. CN will assign the same DL QFI SN for the data packets in different NG-U tunnels to avoid packet loss or duplication. 
Scenario2 provided by some companies introduces a Rel-15 architectural NG-RAN deployment variant where the SDAP/PDCP UP protocols are placed in a central place allocating PDCP SNs by one entity. Companies supporting this deployment hold the view that data forwarding is not required and a large buffer resource is maintained.
PDCP SN Synchronization 
Regarding to the PDCP SN synchronization, two scenarios have different solutions for PDCP SN synchronization. For Scenario1, the discussion has been going on for a few meetings. There is still no consensus on which mapping rules between QoS flow and MRB is used, as well as which PDCP number synced with existing DL QFI Sequence Number. Several options are summarized as follows:
· [bookmark: _Hlk91718448]Option 1: One to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI Sequence Number
· Option 2: One to one mapping between QoS flow and MRB, and PDCP Count value synced with dedicated DL QFI Sequence Number 
· Option 3: Flexible mapping between QoS flow and MRB (up to the implementation of each NG-RAN node)
From our understanding, Option1 is easy to implement compared to Option 3. Without considering various mapping rules between QoS flow and MRB for each gNB, it only needs to use unified mapping rules towards all gNBs. Additionally, we think it is unnecessary to using PDCP count value provided by Option 2 to support synchronization. The maximum range of PDCP SN is three octets which is enough for transmitting data packets. Thus, we prefer performing one to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI sequence number.
Proposal 1: Support one to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI sequence number.
In scenario2, companies introduce NG-U protocol information to allow synchronised PDCP SN allocation at all gNBs. A common CU-UP is enabled to announce provision of already shared resources for an MBS session ID. The first gNB using shared CU-UP resources for MBS announces their availability to the MBS-SMF. Following gNBs would be informed the availability of already established NG-U resources by providing the specific address. In our opinion, a common CU-UP requires a stringent deployment with coordination of multiple CU-CPs. Specifically, the prerequisite for this scenario is all CU-CPs locating in a centralized area and this can be seen as a special case. We consider that a common CU-UP allocating PDCP SN has limitation in the real deployment. Thus, we insist on using sequence number for PDCP SN synchronization. 
Observation 1: The prerequisite for the scenario of a common CU-UP is all CU-CPs locating in a centralized area and this can be seen as a special case.
Proposal 2: Insist on using sequence number for PDCP SN synchronization.
Data Forwarding
When talking about data forwarding, if data forwarding is needed causes dissension among companies. For companies supporting scenario 2, it is assumed that the deployment of a common CU-UP follows a precise scheduling policy where the transmission time difference within an area is controllable and predictable. Meanwhile, UP need to maintain buffer resource for PDCP SDUs. It is possible that there is no data forwarding in scenario 2. A decisive factor of using data forwarding depends on the buffer size. In this scenario, considered a centralized area, the time difference between gNBs is not a huge gap. If buffer size is in an acceptable range, data forwarding is not needed. However, it only works in the particular deployment.
Observation 2: In common CU-UP scenario, a decisive factor of using data forwarding depends on the buffer size. If buffer size is in an acceptable range, data forwarding is not needed.
For scenario 1, most of companies think that data forwarding commonly applies to most of scenarios and plays the role of eliminating the gap between source and target. Data forwarding needs coordination between the source and the target nodes to exchange the MRB transmission status. For better explaining, the message flow of UE handover between MBS supporting nodes is shown below. Source gNB sends the HANDOVER REQUEST message to target gNB indicating its MRB transmission status information. After receiving the HANDOVER REQUEST from source gNB, target gNB sends MBS configuration in HANDOVER REQUEST ACKNOWLEDGE message including a transparent container to be sent to the UE as an RRC message to perform the handover to source gNB. This message also includes its MRB transmission status information. Once receiving the ACK, the source gNB triggers the Uu handover by sending an RRCReconfiguration message to the UE. The UE initiates handover and gets access to the target gNB. 
Proposal 3: Source gNB includes its MRB transmission status information in the HANDOVER REQUEST message. The target gNB includes its MRB transmission status information in the HANDOVER REQUEST ACKNOWLEDGE message.


Message Flow of UE handover between MBS supporting nodes
From our perspective, the necessity for data forwarding needs to be justified. Two common scenarios between MBS supporting nodes during handover are analysed below.
Scenario A: Transmission rate in source gNB is faster than the rate in target gNB;
Scenario B: Transmission rate in source gNB is slower than the rate in target gNB;


Scenario A: Transmission rate in source gNB faster than the rate in target gNB
In the scenario A, it is assumed that the transmission rate in source gNB is faster than the rate in target gNB. The PDCP SN of the packet latest received in source gNB is larger than the ones being delivered by target gNB. From the illustration, source gNB has already sent packets from packet1 to packet8, and target gNB has already sent packets from packet1 to packet5. Since the rate in source is faster than the rate in target, UE will repeatedly receive packets from packet6 to packet8 in target side and discard those duplicated packets with the same SN. Thus, data forwarding is not required. 
Above analysis is based on an ideal scenario without data loss. Furthermore, we also should consider the data loss occurs in handover.
a) If target gNB maintains a huge buffer containing all the data packets and the target has been sent the packet with the same number, target informs source that its own buffer status. Data forwarding is not required. 
b) If lost packet is not stored in the buffer of the target gNB and target has been sent the packet with the same number, target informs source that its own buffer status and lost packet number. Data forwarding is required. 
c) If lost packet is not stored in the buffer of the target gNB and target has not yet sent the packet with the same number, target will repeatedly send packets in the future. Data forwarding is not required.  
In the scenario of the rate in source faster than the rate in target, whether to perform data forwarding is related to the buffer size and packet loss.
[bookmark: _Hlk92066364]Observation 3: In the scenario of the rate in source faster than the rate in target, whether to perform data forwarding is related to the buffer size and packet loss.


Scenario B: Transmission rate in source gNB is slower than the rate in target gNB
In the scenario B, it is assumed that the transmission rate in source gNB is slower than the rate in target gNB. The PDCP SN of the packet latest received in source gNB is smaller than the ones being delivered by target gNB. From the illustration, Source gNB has already sent packets from packet1 to packet5, and target gNB has already sent packets from packet1 to packet8. Since the rate in source is slower than the rate in target, UE will continue to receive packets from packet6 to packet8 to fill the transmission gap between source gNB and target gNB. We need to consider the packet loss my occur and analyse the possible situations respectively:
A. If packet loss does not occur.
a) If target gNB maintains a huge buffer containing all the data packets including ‘gap’ packets for UE, target informs source that its own buffer status. Data forwarding is not required.
b) If ‘gap’ packet is not stored in the buffer of the target gNB, target informs source that its own buffer status and ‘gap’ packet number. Data forwarding is required. 
B. If packet loss occurs.
a) If target gNB maintains a huge buffer containing all the data packets including ‘gap’ packets for UE, target informs source that its own buffer status. Data forwarding is not required.
b) If lost packet is not stored in the buffer of the target gNB and ‘gap’ packet is stored in the buffer of the target gNB, target informs source that its own buffer status and lost packet number. Data forwarding is required.
c) If lost packet and ‘gap’ packet are not stored in the buffer of the target gNB, target informs source that its own buffer status, ‘gap’ packet number as well as lost packet number. Data forwarding is required.
Observation 4: If the rate in source is slower than the rate in target, UE will fill the transmission gap between source gNB and target gNB.
In the scenario of the rate in source slower than the rate in target, whether to perform data forwarding is also correlated with the buffer size. Thus, we observe that whether to do data forwarding is determined by the buffer size in RAN whatever the scenario is.
Observation 5: In the scenario of the rate in source faster than the rate in target, whether to perform data forwarding is related to the buffer size and packet loss.
Proposal 4: Whether to do data forwarding is determined by the buffer size in RAN whatever the scenario is.
If data forwarding is available, we would like to introduce a new indication IE from target gNB to source gNB instead of end marker for stopping data transmission. The indication will include the current buffer status of target gNB or ‘gap’ packet number or lost packet number. 
[bookmark: _Hlk61225224]Proposal 5: Introduce a new indication IE from target gNB to source gNB instead of end marker for stopping data transmission.
Conclusion
In this paper, we provide our view on two scenarios supported in last meeting. Later, we analysis PDCP SN synchronization and data forwarding based on two scenarios. The following observations and proposals are listed below:
Observation 1: The prerequisite for the scenario of a common CU-UP is all CU-CPs locating in a centralized area and this can be seen as a special case.
Observation 2: In common CU-UP scenario, a decisive factor of using data forwarding depends on the buffer size. If buffer size is in an acceptable range, data forwarding is not needed.
Observation 3: In the scenario of the rate in source faster than the rate in target, whether to perform data forwarding is related to the buffer size and packet loss.
Observation 4: If the rate in source is slower than the rate in target, UE will fill the transmission gap between source gNB and target gNB.
Observation 5: In the scenario of the rate in source faster than the rate in target, whether to perform data forwarding is related to the buffer size and packet loss.
Proposal 1: Support one to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI sequence number.
Proposal 2: Insist on using sequence number for PDCP SN synchronization.
Proposal 3: Source gNB includes its MRB transmission status information in the HANDOVER REQUEST message. The target gNB includes its MRB transmission status information in the HANDOVER REQUEST ACKNOWLEDGE message.
Proposal 4: Whether to do data forwarding is determined by the buffer size in RAN whatever the scenario is.
Proposal 5: Introduce a new indication IE from target gNB to source gNB instead of end marker for stopping data transmission.
References
[1] TR 23.757 Study on architectural enhancements for 5G multicast-broadcast services
[2] TS 38.300 NR and NG-RAN Overall Description
[3] R3-215890, Summary of discussion on MBS4_MobilitySupport, ZTE
image2.emf
Source gNB Target gNB

UPF

UE

1 2 3 4 5

1 2 3 4

6 7 8

5

Data Packet

UE

Handover

Data Packet

Data Packet

HO Request

HO Request ACK

1 2 3 1 2 3

Data Packet


Microsoft_Visio_Drawing1.vsdx
Source gNB
Target gNB
UPF

UE
1
2
3
4
5
1
2
3
4
6
7
8
5
Data Packet
UE
Handover
Data Packet
Data Packet
HO Request
HO Request ACK
1
2
3
1
2
3
Data Packet



image3.emf
Source gNB Target gNB

UPF

UE

1 2 3 4 5 1 2 3 4

6 7 8

5

Data Packet

UE

Handover

Data Packet

Data Packet

HO Request

HO Request ACK

1 2 3 1 2 3

Data Packet


Microsoft_Visio_Drawing2.vsdx
Source gNB
Target gNB
UPF

UE
1
2
3
4
5
1
2
3
4
6
7
8
5
Data Packet
UE
Handover
Data Packet
Data Packet
HO Request
HO Request ACK
1
2
3
1
2
3
Data Packet



image1.emf
UE

Source 

gNB

Target 

gNB

AMF/SMF

Handover Request

UPF

Measurement Report

Buffer Data from 

Source gNB

MBS Session Establishment

UE Synchronize to Target gNB

SN Status 

Transfer

Handover 

Command

UE Context 

Release

RRC Reconfiguration Complete

Data Forwarding

Handover Request 

Acknowledgement

Path Switch Request

Path Switch Request 

Acknowledgement


Microsoft_Visio_Drawing.vsdx
UE
Source gNB
Target gNB
AMF/SMF
Handover Request


UPF
MBS Data
Measurement Report

Buffer Data from Source gNB
MBS Data
MBS Session Establishment
UE Synchronize to Target gNB

SN Status Transfer
Handover Command

UE Context Release
RRC Reconfiguration Complete
Data Forwarding
MBS Data for UE
Handover Request Acknowledgement
Path Switch Request

Path Switch Request Acknowledgement



