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 Introduction

At the latest RAN3#114e meeting, it was agreed that several input information, output information, and feedback information for network energy saving. Thus, the solutions to AI/ML based network energy saving are initially reached a consensus by companies. Since we have two RAN3 meetings left in Rel-17 SI stage to discuss three prioritized AI/ML based use cases, we suggest to focus on the discussion on the standard impacts on these use cases, and refinement on the solutions flow.

In this contribution, we further provide our views on standard impacts on AI/ML based network energy saving, and further elaborate the solutions flow.
 Discussion
For the AI/ML procedure, if one NG-RAN node1 decides to run the AI/ML model inference locally, it needs to request the input information from neighbouring NG-RAN node2 or from UE. For the AI/ML model inference, AI/ML needs to use the configured input data as similar as the input data for AI/ML model training, e.g., input data type, input data granularity. Hence, NG-RAN node1 should send the input measurement configuration within request message to NG-RAN node2 or UE, and then if configured successfully, NG-RAN node2 or UE sends the input data to the NG-RAN node1 for AI/ML model inference. The updated flowcharts are shown as below:

Proposal 1: Elaborate the solution flowchart that NG-RAN node1 obtains the input information via request/response message to/from NG-RAN node2 and UE. 
There is one issue left in the load balancing use case that it is FFS whether “Feedback” is signalled after receiving a Feedback Request. This issue exists in each use case as what is included in the feedback information is discussed case by case. Technically speaking, feedback information is used to optimize the performance of AI/ML- based network energy saving model. Therefore, the feedback information retrieved from the target NG-RAN node needs to be considered.  

From our perspective, feedback information procedure should be as similar as the procedure to transfer the input information. The NG-RAN node (Model inference) should indicate the feedback information type, feedback information granularity or feedback information report period to the NG-RAN node2. Then, the NG-RAN node2 sends the feedback information to NG-RAN node1.

In addition, if the NG-RAN node1, which performs the model inference, needs to retrieve feedback information used for model evaluation or model optimization, the NG-RAN node1 will send the request information to NG-RAN node2, and then the target NG-RAN node2 response the information. 
Proposal 2: Elaborate the solution flowchart that NG-RAN node1 send feedback information request before obtain the feedback information in order to avoid signalling overhead.

Last meeting, it was agreed that the feedback information for network energy saving includes resource status of neighbouring nodes and energy efficiency. Feedback information is used to optimize the performance of AI/ML- based network energy saving model. Currently, in the current TP, 

Input Information from Local node: 
UE mobility/trajectory prediction
Input Information from UE:

-      UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available

According to the UE mobility/trajectory prediction, NG-RAN node will generate the energy saving decision. Hence, feedback information from the target RAN node, if output is handover strategy, should include the UE location/mobility/trajectory to let the NG-RAN node, which performs model inference, evaluate the performance. NG-RAN node1 shall retrieve current UE loaction/mobility/trajectory to judge whether predicted trajectory is good or not. We propose to add UE location/mobility/trajectory as performance feedback from the target NG-RAN node as feedback information.

Proposal 3: Add UE location/mobility/trajectory as performance feedback from the target NG-RAN node. 
It was agreed that if existing UE measurements are needed by a gNB for AI/ML-based energy saving, RAN3 shall reuse the existing framework (including and RRM measurements), and some companies considered to introduce new UE measurements. From our perspective, MDT framework can be enhanced if other new UE measurements is really necessary.  For now, existing MDT framework can be worked as the baseline,. 

Proposal 4: Existing MDT framework can be regarded as the baseline, further enhancements can be discussed case by case.

The corresponding standard impacts of Network Energy Saving include:

MDT signaling enhancement in order to report UE history location information and UE radio measurement.

New signaling procedure or existing procedure to collect the input data information (e.g., resources status, energy efficiency) from neighbouring nodes via Xn interface.
New signaling procedure or existing procedure to retrieve feedback information via Xn interface.

Proposal 5: Add a new sub-section “Standard impacts” to include the corresponding standard impacts of Network Energy Saving above. 
The corresponding TP for TR37.817 can be seen in the Section5.

Proposal 6: Agree the corresponding TP below.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Elaborate the solution flowchart that NG-RAN node1 obtains the input information via request/response message to/from NG-RAN node2 and UE. 
Proposal 2: Elaborate the solution flowchart that NG-RAN node1 send feedback information request before obtain the feedback information in order to avoid signalling overhead.

Proposal 3: Add UE location/mobility/trajectory as performance feedback from the target NG-RAN node. 
Proposal 4: Existing MDT framework can be regarded as the baseline, further enhancements can be discussed case by case.

Proposal 5: Add a new sub-section “Standard impacts” to include the corresponding standard impacts of Network Energy Saving above. 
Proposal 6: Agree the corresponding TP below.
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5. TP for TR 37.817

5   Use Cases and Solutions for Artificial Intelligence in RAN
5.1
Network Energy Saving
5.1.1
Use case description
To meet the 5G network requirements of key performance and the demands of the unprecedented growth of the mobile subscribers, millions of base stations (BSs) are being deployed. Such rapid growth brings the issues of high energy consumption, CO2 emissions and operation expenditures (OPEX). Therefore, energy saving is an important use case which may involve different layers of the network, with mechanisms operating at different time scales. 
Cell activation/deactivation is an energy saving scheme in the spatial domain that exploits traffic offloading in a layered structure to reduce the energy consumption of the whole radio access network (RAN). When the expected traffic volume is lower than a fixed threshold, the cells may be switched off, and the served Ues may be offloaded to a new target cell. 
Efficient energy consumption can also be achieved by other means such as reduction of load, coverage modification, or other RAN configuration adjustments. The optimal EE decision depends on many factors including the load situation at different nodes, RAN nodes capabilities, KPI/QoS requirements, number of active Ues and UE mobility, cell utilization, etc.
However, the identification of actions aimed at energy efficiency improvements is not a trivial task. Wrong switch-off of the cells may seriously deteriorate the network performance since the remaining active cells need to serve the additional traffic. Wrong traffic offload actions may lead to a deterioration of Energy Efficiency instead of an improvement. The current energy-saving schemes are vulnerable to potential issues listed as follows:
Inaccurate cell load prediction. Currently, energy-saving decisions rely on current traffic load without considering future traffic load. 

Conflicting targets between system performance and energy efficiency. Maximizing the system’s key performance indicator (KPI) is usually done at the expense of energy efficiency. Similarly, the most energy efficient solution may impact system performance. Thus, there is a need to balance and manage the trade-off between the two.

Conventional energy-saving related parameters adjustment. Energy-saving related parameters configuration is set by traditional operation, e.g., based on different thresholds of cell load for cell switch on/off which is somewhat a rigid mechanism since it is difficult to set a reasonable threshold. 

Actions that may produce a local (e.g. limited to a single RAN node) improvement of Energy Efficiency, while producing an overall (e.g. involving multiple RAN nodes) deterioration of Energy Efficiency.

To deal with issues listed above, ML techniques could be utilized to leverage on the data collected in the RAN network. ML algorithms may predict the energy efficiency and load state of the next period, which can be used to make better decisions on cell activation/deactivation for ES. Based on the predicted load, the system may dynamically configure the energy-saving strategy (e.g. the switch-off timing and granularity, offloading actions) to keep a balance between system performance and energy efficiency and to reduce the energy consumption. 
5.1.2
Solutions and standard impacts

Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces

The following solutions can be considered for supporting AI/ML-based network energy saving:

AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

AI/ML Model Training and AI/ML Model Inference are both located in the gNB.

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

In case of CU-DU split architecture, the following solutions are possible:

AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

AI/ML Model Training and Model Inference are both located in the gNB-CU.

5.1.2.1
Model Training at OAM and Model Inference at NG-RAN

In this solution, NG-RAN makes energy decisions using AI/ML model trained from OAM.
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Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.
Step 1: NG-RAN node 1 requests the required input data from neighbouring node NG-RAN node 2 for model inference of AI/ML-based network energy saving.
Step 2: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 3: NG-RAN node 1 requests the required input data from UE for model inference of AI/ML-based network energy saving.
Step 4: UE sends UE measurement report to NG-RAN node 1.
Step 5: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 

Step 6: NG-RAN node1 executes the enegy saving decisions. NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.
Step 7: NG-RAN node 1 requests the feedback information from neighbouring node NG-RAN node 2 for the model optimization.
Step 8: NG-RAN node 2 sends the required feedback information to NG-RAN node 1 for the model optimization.
Step 9: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.

5.1.2.2
Model Training and Model Inference at NG-RAN

In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 

Editor’s Notes: FFS on data collection.
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Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN

Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.
Step 2: NG-RAN node 1 requests the required input data from neighbouring node NG-RAN node 2 for model inference of AI/ML-based network energy saving.
Step 3: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 4: NG-RAN node 1 requests the required input data from UE for model inference of AI/ML-based network energy saving.
Step 5: UE sends UE measurement report to NG-RAN node 1. 
Step6: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 

Step 7: NG-RAN node1 executes the enegy saving decisions. NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.

Step 8: NG-RAN node 1 requests the feedback information from neighbouring node NG-RAN node 2 for the model optimization.
Step 9: NG-RAN node 2 sends the required feedback information to NG-RAN node 1 for the model optimization.

5.1.2.3
Input of AI/ML-based Network Energy Saving

To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:

Input Information from Local node: 
UE mobility/trajectory prediction

Current/Predicted Energy efficiency
Current/Predicted resource status
Input Information from UE:

-      UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)
Input from neighbouring NG-RAN nodes:

Current/Predicted energy efficiency
Current/Predicted resource status

If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
Editor’s Note: FFS other input information required for AI/ML-based network energy saving. FFS if exact energy consumption value or energy efficiency gain is needed.
5.1.2.4
Output of AI/ML-based Network Energy Saving

AI/ML-based network energy saving model can generate following information as output:

Energy saving strategy, such as recommended cell activation/deactivation. 

Handover strategy, including recommended candidate cells for taking over the traffic
Predicted energy efficiency

Predicted energy state (e.g., active, high, low, inactive)

Editor’s Note: FFS other output information expected from AI/ML-based network energy saving. FFS detailed granularity and action of energy saving strategy. FFS on accuracy of predicted energy saving decision. FFS which exact energy saving strategy will be exchanged. Other energy saving strategies are FFS.

5.1.2.5
Feedback of AI/ML-based Network Energy Saving

To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:

Resource status of neighbouring NG-RAN nodes

Energy efficiency 
UE Mobility/Trajectory 
Editor’s Note: FFS other feedback expected from AI/ML-based network energy saving.

5.1.2.6 Standard impacts
The corresponding standard impacts of Network Energy Saving include:

MDT signaling enhancement in order to report UE history location information and UE radio measurement.

New signaling procedure or existing procedure to collect the input data information (e.g., resources status, energy efficiency) from neighbouring nodes via Xn interface.
New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
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