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1. Introduction

At RAN3 #114e meeting, the discussion about whether the Model Deployment/Update arrow should be kept in the functional framework has reached consensus, a single arrow is kept in the diagram which indicates that model training is responsible for the model deployment and update to model inference function. But there is still a left issue in last meeting, further discussion about Model performance feedback from model inference to model training is necessary.  This contribution mainly deals with the above-mentioned FFS. 
2. Discussion
Model Performance feedback
To discuss the necessity of model performance feedback, it’ more reasonable to analyze the working schemes of model training and model inference and then decide whether the feedback is needed between these two functionalities. 

The common terminologies of model training and model inference in the up-to-date TR37.817 [1] are shown as follows: 
· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 

Model training function includes a variety of models with capabilities for energy-saving scenario prediction and traffic load prediction, etc. The models can generate expected outputs utilizing different ML algorithms. The feature input for energy saving model training should contain the base station energy consumption data, network traffic data (e.g., RRC connection number, PRB utilization rate, etc.) and UE measurement data. Model training conducts tuning operations on the basis of the collected data, and it is responsible for deploying a trained, validated and tested AI/ML model to model inference. The well-trained model performed at model inference can generate analysis reports and make energy saving decisions, note that this process can be triggered by request or periodically.

Model inference conducts predictions and decisions based on models, and the more accurate the prediction is, the more effective the decision will be. Therefore, model inference should be able to fine-tune the parameters of the model recommended for deployment, by real-time detection and adjustment of the accuracy and confidence of a model to achieve the best effect.
Some companies think that performance feedback need to be reported after the execution process, but we think the performance feedback from model inference to model training is used for estimating the accuracy of prediction process. Model inference not only performs decision making, but also performs some predictive work to assist decision making. Therefore, we think that model performance feedback from model inference to model training is useful and should be kept in the AI functional framework. 

Proposal 1: Model Performance Feedback from model inference to model training should be kept in the functional framework, and the FFS should be removed.
As mentioned above, the feedback between model training and model inference can be regarded as a reflection of quality of the model during model training stage, which only refers to a very short process. The related indicators for this kind of feedback can be model accuracy, reliability/robustness, uncertainty, confidence, etc. Validity time can even be a measure of this performance feedback. However, the above-mentioned feedbacks will not be used as output information of model inference for signalling and its corresponding metrics should be discussed case by case. Feedback from the actor refers to information that may be needed to derive training or inference data or performance feedback. For the energy saving solution, the feedback includes resource status and energy efficiency of the target or neighbouring NG-ran nodes, and for the load balancing use case, the feedback is more inclined to be the performance feedback of UE after handover process. Regardless of the feedback, the relevant performance metrics need to be determined based on various of use case. 
Proposal 2: Model Performance Feedback should be distinguished from the feedback generated by Actor, and different metrics for feedback should be discussed case by case.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Model Performance Feedback from model inference to model training should be kept in the functional framework, and the FFS should be removed.
Proposal 2: Model Performance Feedback should be distinguished from the feedback generated by Actor, and different metrics for feedback should be discussed case by case.
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