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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In the last RAN3 meeting, issues related to topology redundancy were discussed, and the following agreements were achieved [1]:
Agree to wait for RAN2's progress on BAP operation (e.g., header rewriting, routing, bearer mapping) 
E2E QoS requirement are divided into two parts: provided by its own topology fragment, provided by the non-F1-terminating CU’s topology fragment, which is up to implementation of CU1.
For DL descendent node traffic:
· CU1->CU2:
-	QoS info. 
-	A list of DL IP addresses 
-	FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)
· CU2->CU1
-	for each traffic: a list of {DSCP/IPv6 flow label, ingress BAP routing ID, ingress BH RLC CH ID} 
-	FFS: prior-hop BAP address
For UL descendent node traffic:
· CU1->CU2:
-	QoS info. 
-	FFS: ingress BAP routing ID, ingress BH RLC CH
· CU2->CU1
-	for each traffic,: egress BAP routing ID, egress BH RLC CH ID
-	FFS: next-hop BAP address for UL
FFS: additional info, stage-3 details for signaling design.
WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
The granularity of the informed QoS requirement info is "per GTP-U tunnel" or "per group of GTP-U tunnels"
About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include:{ UE-associated F1AP, non-UE-associated F1AP, non-F1 }, FFS for other info.

In this contribution, the discussion is mainly about the signalling design of the inter-CU QoS coordination for the boundary and descendant IAB node traffic.
2. Discussion
2.1  QoS coordination signalling
Given the agreement of the QoS coordination for boundary node traffic in partial migration,
WA: The following information is exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2) for boundary node traffic:
· CU1->CU2
· QoS info per traffic type for non-UP traffic and per one or bundle of F1-U tunnels for UP traffic; content is FFS.
· DL IP address info 
· CU2->CU1
· DL: IPv6 FL/DSCP value 
· UL: UL boundary node configuration, e.g., UL BH mapping, for each QoS info; pending RAN2.
Compared to the coordination for the descendant node traffic,  similar IP/QoS/L2 info is exchanged, thus, the two processes can be merged in the same Xn procedure. Besides, the coordination is for a certain IAB node, therefore, the UE associated signalling is preferred. And the QoS info can reuse the QoS Flow Level QoS Parameters IE in TS 38.423.
Proposal 1: UE associated signalling is used for the Xn procedure of IP/QoS/L2 info exchange, which includes both boundary node and descendant node traffic.
Proposal 2: For both boundary node and descendant node traffics, the QoS info content can reuse the IE of QoS Flow Level QoS Parameters in TS 38.423.

Considering that the granularity of the coordination is at the QoS info level, and there may exist multiple different QoS requirement info for a certain IAB node traffic, for signalling efficiency, all the QoS info should be contained in the same Xn message. On the other side, for the convenience and efficiency of the response message from the peer IAB-donor-CU, an entry index for each QoS requirement info should be included in the Xn messages.
Proposal 3a: For both boundary and descendant node traffics, the Xn messages for IP/QoS/L2 info exchange should include the entry index for each QoS info, which is used for by the response message to indicate the corresponding QoS info from the request message.
[image: ]
Figure 1. Example for dual-connected boundary node case
The above agreement is mainly an addition process of the BAP path of the boundary and descendent node traffic to the topology managed by CU2. To achieve flexibility, the modification and release process should also be supported. That is, CU1 or CU2 should be able to modify or release an already added path. The granularity can be the QoS info, i.e., the entry index for certain QoS info.
Furthermore, as shown in Figure 1, CU1 migrates the original F1 traffic BAP Path #1 to Path #2 in the topology managed by CU2. Subsequently, Path #2 can be released and Path #1 can be re-configured in the topology of CU1, which is equivalent to the revoking procedure.
Proposal 3b: For both boundary node and descendant node traffics, the Xn message for IP/QoS/L2 info exchange should support modification and release for each entry index (i.e., the index of each QoS info).
Proposal 3c: The release procedure in the above Xn message can be used to support revoking mechanism for topology redundancy.
Given the entry index of each QoS info, if CU2 is not able to guarantee the per topology fragment QoS requirement for some boundary and descendent node traffics, the failure/reject indication can be included for these entries.
Proposal 4: For both boundary node and descendent node traffics, in the Xn response message from CU2 to CU1, failure/reject indication can be included for some entries.

For DL boundary node traffic, the DL IP address info is contained for each QoS info. Considering that the QoS requirement info can be for a bundle of F1-U tunnels, and each tunnel has an IP address, therefore, the DL IP address info should include a list of IP address info for each QoS info.
Proposal 5a: For DL boundary node traffic, in the Xn message from CU1 to CU2, it should include the list of IP address info for each QoS info.

For UL boundary node traffic, CU2 responses to CU1 with the UL boundary node configuration, e.g., UL BH mapping for each QoS info. According to TS 38.473 [2], the UL UP TNL Information to Be Setup Item IE contains the UL UP TNL Information IE and the BH Information IE, of which the UL UP TNL Information IE contains the TEID of the F1-U tunnels. 
	[bookmark: _Toc20955994][bookmark: _Toc29893119][bookmark: _Toc36557056][bookmark: _Toc45832575][bookmark: _Toc51763897][bookmark: _Toc64449069][bookmark: _Toc66289728]9.3.2.1	UP Transport Layer Information
The UP Transport Layer Information IE identifies an F1 transport bearer associated to a DRB. It contains a Transport Layer Address and a GTP Tunnel Endpoint Identifier. The Transport Layer Address is an IP address to be used for the F1 user plane transport. The GTP Tunnel Endpoint Identifier is to be used for the user plane transport between gNB-CU and gNB-DU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Transport Layer Information
	M
	
	
	

	>GTP Tunnel
	
	
	
	

	>>Transport Layer Address
	M
	
	9.3.2.3
	

	>>GTP-TEID
	M
	
	9.3.2.2
	





For the mapping from FTEID to BAP routing ID and BH RLC channel, the TEID of each F1-U tunnel associated with each QoS info should be included in the Xn message from CU1 to CU2.
Proposal 5b: For UL boundary node traffic, in the Xn message from CU1 to CU2, the list of TEID of F1-U tunnels for each QoS info should be included, so that the non-F1-terminating CU can generate/feedback the UL BH mapping on the UL UP TNL Information IE. 
For descendant node traffic, the Xn procedure can also be applied to the configuration of the inter-donor-CU routing, such as BAP routing ID rewriting and inter-topology bearer mapping. Specifically, to distinguish the inter-topology BH RLC Channels, the prior hop BAP address should also be included. Therefore, it is proposed,
Proposal 6a: For descendant node traffic, in Xn message from CU1 to CU2, followings are included:
· egress BAP routing ID, egress BH RLC CH for DL;
· ingress BAP routing ID, ingress BH RLC CH  for UL;
Proposal 6b: For descendant node traffic, in Xn message from CU2 to CU1, “Prior-Hop BAP Address” as in R16 configuration is included to clarify the BH RLC CH ID.
For DL descendent node traffic, in the Xn message from CU1 to CU2, a list of DL IP addresses info is included. Correspondingly, in the response from CU2 to CU1, a list of DSCP/IPV6 flow labels is included. CU1 needs to add the related DSCP/IPV6 flow label to the DL IP packet. However, how CU1 can associate the above two lists is unclear.
Proposal 7: For DL descendant node traffic, RAN3 to discuss how CU1 can associate the list of DCSP/FLs in the response message with the list of DL IP addresses in the request message.
Based on the above discussion, a TP for TS 38.423 is given in the Annex.1.
2.2 CP-UP separation and F1-C terminating
For CP-UP separation, we have the following remaining issue,
· Issue #1: Whether to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.
According to the agreement of RAN2 #116e that “ONLY split SRB2 is used for F1-C transport in CP/UP-separation scenario 2”, and there is no such XnAP indication from MN to SN for the split SRB2 intention for other cases in the current spec, it seems only an enhancement of XnAP signalling with no clear motivation. Therefore, based on our understanding, it is proposed,
Proposal 8: Not to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.
In addition, based on the agreement of RAN3 #113e that “If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration.”, the TP for TS 38.401 to capture this agreement is given in the Annnex.2.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
In this paper, we mainly discuss the remaining issues on the topology redundancy, and we get the following proposals:
Proposal 1: UE associated signalling is used for the Xn procedure of IP/QoS/L2 info exchange, which includes both boundary node and descendant node traffic.
Proposal 2: For both boundary node and descendant node traffics, the QoS info content can reuse the IE of QoS Flow Level QoS Parameters in TS 38.423.
Proposal 3a: For both boundary and descendant node traffics, the Xn messages for IP/QoS/L2 info exchange should include the entry index for each QoS info, which is used by the response message to indicate the corresponding QoS info from the request message.
Proposal 3b: For both boundary node and descendant node traffics, the Xn message for IP/QoS/L2 info exchange should support modification and release for each entry index (i.e., the index of each QoS info).
Proposal 3c: The release procedure in the above Xn message can be used to support revoking mechanism for topology redundancy.
Proposal 4: For both boundary node and descendent node traffics, in the Xn response message from CU2 to CU1, failure/reject indication can be included for some entries.
Proposal 5a: For DL boundary node traffic, in the Xn message from CU1 to CU2, it should include the list of IP address info for each QoS info.
Proposal 5b: For UL boundary node traffic, in the Xn message from CU1 to CU2, the list of TEID of F1-U tunnels for each QoS info should be included, so that the non-F1-terminating CU can generate/feedback the UL BH mapping on the UL UP TNL Information IE. 
Proposal 6a: For descendant node traffic, in Xn message from CU1 to CU2, followings are included:
· egress BAP routing ID, egress BH RLC CH for DL;
· ingress BAP routing ID, ingress BH RLC CH  for UL;
Proposal 6b: For descendant node traffic, in Xn message from CU2 to CU1, “Prior-Hop BAP Address” as in R16 configuration is included to clarify the BH RLC CH ID.
Proposal 7: For DL descendant node traffic, RAN3 to discuss how CU1 can associate the list of DCSP/FLs in the response message with the list of DL IP addresses in the request message.
Proposal 8: Not to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.
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Annex.1: Text Proposal for TS 38.423
[bookmark: _Toc20955145][bookmark: _Toc29991340][bookmark: _Toc36555740][bookmark: _Toc44497418][bookmark: _Toc45107806][bookmark: _Toc45901426][bookmark: _Toc51850505]8.5	IAB procedures
[bookmark: _Toc20955146][bookmark: _Toc29991341][bookmark: _Toc36555741][bookmark: _Toc44497419][bookmark: _Toc45107807][bookmark: _Toc45901427][bookmark: _Toc51850506]8.5.1	Traffic Migration
[bookmark: _Toc20955147][bookmark: _Toc29991342][bookmark: _Toc36555742][bookmark: _Toc44497420][bookmark: _Toc45107808][bookmark: _Toc45901428][bookmark: _Toc51850507]8.5.1.1	General
The purpose of the Traffic Migration Request is to exchange IP/QoS/L2 info between the F1-terminating NG-RAN node and non-F1-terminating NG-RAN node for the migration of the boundary and descendent node traffic to the topology managed by the Non-F1-terminating NG-RAN node for the partial migration and topology redundancy cases.
[bookmark: _Toc20955148][bookmark: _Toc29991343][bookmark: _Toc36555743][bookmark: _Toc44497421][bookmark: _Toc45107809][bookmark: _Toc45901429][bookmark: _Toc51850508]8.5.1.2	Successful Operation
[image: ]
Figure 8.5.1.2-1: Traffic Migration, successful operation
The F1-terminating NG-RAN node initiates the procedure by sending the TRAFFIC MIGRATION REQUEST message to the non-F1-terminating NG-RAN node.
[bookmark: _Toc44497422][bookmark: _Toc45107810][bookmark: _Toc45901430][bookmark: _Toc51850509]8.5.1.3	Unsuccessful Operation


[bookmark: _Toc20955150][bookmark: _Toc29991345][bookmark: _Toc36555745][bookmark: _Toc44497423][bookmark: _Toc45107811][bookmark: _Toc45901431][bookmark: _Toc51850510]8.5.1.4	Abnormal Conditions
Void.




[bookmark: _Toc20955217][bookmark: _Toc29991414][bookmark: _Toc36555814][bookmark: _Toc44497524][bookmark: _Toc45107912][bookmark: _Toc45901532][bookmark: _Toc51850611]9.1.4	Messages for IAB
[bookmark: _Toc20955218][bookmark: _Toc29991415][bookmark: _Toc36555815][bookmark: _Toc44497525][bookmark: _Toc45107913][bookmark: _Toc45901533][bookmark: _Toc51850612]9.1.4.1	TRAFFIC MIGRATION REQUEST
This message is sent by the F1-terminating NG-RAN node to the non-F1-terminating NG-RAN node for the migration of the boundary and descendent node traffic.
Direction: F1-terminating NG-RAN node  Non-F1-terminating NG-RAN node.








	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	F1-Terminating-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the F1-Terminating-NG-RAN node 
	YES
	reject

	QoS requirement list
	
	1
	
	This QoS info is the requirement to the non-F1-terminating CU’s topology fragment
	
	

	>QoS requirement Item
	
	1 .. <maxnoof QoS requirement >
	
	
	
	

	>>Entry Index
	M
	
	INTEGER (1.. 256, ...)
	
	
	

	>>Traffic QoS
	O
	
	QoS Flow Level QoS Parameters 9.2.3.5
	
	
	

	>>Non-UP Traffic Type
	O
	
	9.2.3.y2
	
	
	

	>>DL TNL address list
	
	1
	
	
	
	

	>>>DL TNL address Item
	
	1..<maxnoofGTPTLAs>
	
	
	
	

	>>>>DL IAB TNL Address
	M
	
	Transport Layer Address 9.2.3.29
	
	
	

	>>>>GTP-TEID
	O
	
	OCTET STRING (4)
	The Tunnel Endpoint Identifier (TEID) is specified in TS 29.281 [18]
	
	

	>>>>Egress BAP Routing ID
	O
	
	BAP Routing ID
9.2.2.x1
	
	
	

	>>>>Egress BH RLC CH
	O
	
	
	
	
	

	>>>>>Next-Hop BAP Address
	M
	
	BAP address
9.2.2.x2
	
	
	

	>>>>>Egress BH RLC CH ID
	M
	
	BH RLC CH ID
9.2.2.x4
	
	
	

	>>>>Ingress BAP Routing ID
	O
	
	BAP Routing ID
9.2.2.x1
	
	
	

	>>>>Ingress BH RLC CH
	O
	
	
	
	
	

	>>>>>Prior-Hop BAP Address
	M
	
	BAP address
9.2.2.x2
	
	
	

	>>>>>Ingress BH RLC CH ID
	M
	
	BH RLC CH ID
9.2.2.x4
	
	
	






	
	Range bound
	Explanation

	maxnoofQoSrequirement
	Maximum no. of QoS requirement. Value is X.

	maxnoofGTPTLAs
	Maximum no. of GTP Transport Layer Addresses for a GTP end-point in the message. Value is 16.



9.1.4.2	TRAFFIC MIGRATION REQUEST ACKNOWLEDGE
This message is sent by the non-F1-terminating NG-RAN node to the F1-terminating NG-RAN node for the migration of the boundary and descendent node traffic.
Direction: Non-F1-terminating NG-RAN node  F1-terminating NG-RAN node.


	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	F1-Terminating-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the F1-Terminating-NG-RAN node 
	YES
	reject

	Non-F1-Terminating-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
9.2.3.16
	Allocated at the Non-F1-Terminating-NG-RAN node
	
	

	QoS requirement Admitted list
	
	1
	
	
	
	

	>QoS requirement Admitted Item
	
	1 .. <maxnoof QoS requirement >
	
	
	
	

	>>Entry Index
	M
	
	INTEGER (1.. 256, ...)
	
	
	

	>>DL TNL Info list
	
	1
	
	
	
	

	>>>DL TNL Info Item
	
	1..<maxnoofGTPTLAs>
	
	
	
	

	>>>>Destination IAB TNL Address
	M
	
	Transport Layer Address 9.2.3.29
	
	
	

	>>>>DS Information List
	
	0.. <maxnoofDSInfo>
	
	
	
	

	>>>>>DSCP
	M
	
	BIT STRING (SIZE(6))
	This IE indicates the DS information of DL traffic.
	
	

	>>>>IPV6 Flow Label
	O
	
	BIT STRING (SIZE(20))
	This IE indicates the IPv6 Flow Label of DL traffic.
	
	

	>>>>Ingress BAP Routing ID
	O
	
	BAP Routing ID
9.2.2.x1
	
	
	

	>>>>Ingress BH RLC CH
	O
	
	
	
	
	

	>>>>>Prior-Hop BAP Address
	M
	
	BAP address
9.2.2.x2
	
	
	

	>>>>>Ingress BH RLC CH ID
	M
	
	BH RLC CH ID
9.2.2.x4
	
	
	

	>>>>Egress BAP Routing ID
	O
	
	BAP Routing ID
9.2.2.x1
	
	
	

	>>>>Egress BH RLC CH
	O
	
	
	
	
	

	>>>>>Next-Hop BAP Address
	M
	
	BAP address
9.2.2.x2
	
	
	

	>>>>>Egress BH RLC CH ID
	M
	
	BH RLC CH ID
9.2.2.x4
	
	
	

	QoS requirement Not Admitted list
	
	0..1
	
	
	
	

	>QoS requirement Not Admitted Item
	
	1 .. <maxnoof QoS requirement >
	
	
	
	

	>>Entry Index
	M
	
	
	
	
	

	>>Cause
	O
	
	9.2.3.2
	
	
	



	Range bound
	Explanation

	maxnoofDSInfo
	Maximum no. of DSCP values related to a destination IP address that can be mapped to one BH RLC channel, the maximum value is 64.

	maxnoofQoSrequirement
	Maximum no. of QoS requirement. Value is X.

	maxnoofGTPTLAs
	Maximum no. of GTP Transport Layer Addresses for a GTP end-point in the message. Value is 16.




[bookmark: _Toc20955269][bookmark: _Toc29991466][bookmark: _Toc36555866][bookmark: _Toc44497588][bookmark: _Toc45107976][bookmark: _Toc45901596][bookmark: _Toc51850675]9.2.2	NG-RAN Node and Cell Configuration related IE definitions
[bookmark: _Toc51850745]9.2.2.x1	BAP Routing ID
This IE indicates the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Address
	M
	
	9.2.2.x2
	

	Path ID
	M
	
	BAP Path ID
9.2.2.x3
	



[bookmark: _Toc45832519][bookmark: _Toc51763799][bookmark: _Toc64448969][bookmark: _Toc66289628]9.2.2.x2	BAP Address
This IE indicates the BAP address of an IAB-node or of an IAB-donor-DU, and it is part of the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Address
	M
	
	BIT STRING (SIZE(10))
	Corresponds to the bap-Address-r16, defined in subclause 6.2.2 or subclause 6.3.2 of TS 38.331 [8], or the iab-donor-DU-BAP-address-r16 defined in subclause 6.2.2 of TS 38.331[8].



[bookmark: _Toc45832520][bookmark: _Toc51763800][bookmark: _Toc64448970][bookmark: _Toc66289629]9.2.2.x3	BAP Path ID
This IE indicates the BAP path ID, which is part of the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Path ID
	M
	
	BIT STRING (SIZE(10))
	Corresponds to the Bap-Pathid-r16 defined in subclause 6.3.2 of TS 38.331 [8].



[bookmark: _Toc45832521][bookmark: _Toc51763801][bookmark: _Toc64448971][bookmark: _Toc66289630]9.2.2.x4	BH RLC Channel ID
This IE uniquely identifies a BH RLC channel in the link between IAB-MT of the IAB-node and IAB-DU of the parent IAB-node or IAB-donor-DU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BH RLC CH ID
	M
	
	BIT STRING (SIZE(16))
	





[bookmark: _Toc51850746]9.2.3	General IE definitions
[bookmark: _Toc45832511][bookmark: _Toc51763791][bookmark: _Toc64448961][bookmark: _Toc66289620]9.2.3.y1	Uplink BH Non-UP Traffic Mapping
This IE indicates the mapping of uplink non-UP traffic to a BH RLC channel and BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Uplink Non-UP Traffic Mapping List
	
	1
	
	

	>Uplink Non-UP Traffic Mapping List Item IEs
	
	1 .. <maxnoofNonUPTrafficMappings> 
	
	

	>>Non-UP Traffic Type
	M
	
	9.2.3.y2
	

	>>BH Information
	M
	
	9.2.3.y3
	



	Range bound
	Explanation

	maxnoofNonUPTrafficMappings
	Maximum no. of non-UP traffic mappings. Value is 32.



[bookmark: _Toc45832512][bookmark: _Toc51763792][bookmark: _Toc64448962][bookmark: _Toc66289621]9.2.3.y2	Non-UP Traffic Type
This IE indicates the type of non-UP traffic.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Non-UP Traffic Type
	M
	
	ENUMERATED(UE-associated F1AP, non-UE-associated F1AP, non-F1, BAP control PDU, ...)
	



[bookmark: _Toc45832522][bookmark: _Toc51763802][bookmark: _Toc64448972][bookmark: _Toc66289631]9.2.3.y3	BH Information
This IE includes the backhaul information for UL or DL.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Routing ID
	O
	
	9.2.2.x1
	This IE is not needed for the BAP control PDU.
For UL F1-U traffic, the BAP address included in this IE also indicates the IAB-donor-DU via which the DL traffic is transmitted.

	Egress BH RLC CH List
	
	0..1
	
	

	>Egress BH RLC CH List Item
	
	1..
<maxnoofEgressLinks>
	
	

	>>Next-Hop BAP Address
	M
	
	9.2.2.x2
	This IE identifies the next-hop node on the backhaul path to receive the packet. The value of this IE should be unique in the whole list.

	>>Egress BH RLC CH ID
	M
	
	BH RLC Channel ID
9.2.2.x4
	This IE identifies the BH RLC channel in the link between the IAB node/IAB-donor-DU and the node identified by the Next-Hop BAP Address IE.



	Range bound
	Explanation

	maxnoofEgressLinks
	Maximum no. of egress links. Value is 2.




Annex.2: Text Proposal for TS 38.401
[bookmark: _Toc45104816][bookmark: _Toc45883299][bookmark: _Toc51763580][bookmark: _Toc52266395][bookmark: _Toc64445173][bookmark: _Toc73980532][bookmark: _Toc88651228][bookmark: OLE_LINK18]8.12	IAB-node Integration Procedure
[bookmark: _Toc45104817][bookmark: _Toc45883300][bookmark: _Toc51763581][bookmark: _Toc52266396][bookmark: _Toc64445174][bookmark: _Toc73980533][bookmark: _Toc88651229]8.12.1	Standalone IAB integration
A high-level flow chart for SA-based IAB integration is shown in the Figure 8.12.1-1:

 
[bookmark: OLE_LINK14]Figure 8.12.1-1: The integration procedure for IAB-node in SA
Phase 1: IAB-MT setup. In this phase, the IAB-MT of the new IAB-node (e.g. IAB-node 2 in Figure 8.12.1-1) connects to the network in the same way as a UE, by performing RRC connection setup procedure with IAB-donor-CU, authentication with the core network, IAB-node 2-related context management, IAB-node 2’s access traffic-related radio bearer configuration at the RAN side (SRBs and optionally DRBs), and, optionally, OAM connectivity establishment by using the IAB-MT’s PDU session. The IAB-node can select the parent node for access based on an over-the-air indication from potential parent node IAB-DU (transmitted in SIB1). To indicate its IAB capability, the IAB-MT includes the IAB-node indication in RRCSetupComplete message, to assist the IAB-donor to select an AMF supporting IAB.
NOTE: The signalling flow for UE initial access procedure as shown in Figure 8.1-1/Figure 8.9.1-1 is used for the setup of the IAB-MT. 
[bookmark: _Hlk33703676]Phase 2-1: BH RLC channel establishment. During the bootstrapping procedure, one default BH RLC channel for non-UP traffic e.g. carrying F1-C traffic/non-F1 traffic to and from the IAB-node 2 in the integration phase, is established. This may require the setup of a new BH RLC channel or modification of an existing BH RLC channel between IAB-node 1 and IAB-donor-DU. The IAB-donor-CU may establish additional (non-default) BH RLC channels. This phase also includes configuring the BAP Address of the IAB-node 2 and default BAP Routing ID for the upstream direction.
NOTE: If the OAM connectivity is supported via backhaul IP layer by implementation, one or more BH RLC channels used for OAM traffic can also be established. 
Phase 2-2: Routing update. In this phase, the BAP sublayer is updated to support routing between the new IAB-node 2 and the IAB-donor-DU. For the downstream direction, the IAB-donor-CU initiates F1AP procedure to configure the IAB-donor-DU with the mapping from IP header field(s) to the BAP Routing ID related to IAB-node 2. The routing tables are updated on all ancestor IAB-nodes (e.g. IAB-node 1 in Figure 8.12.1-1) and on the IAB-donor-DU, with routing entries for the new BAP Routing ID(s). This phase may also include the IP address allocation procedure for IAB-node 2. IAB-node 2 may request one or more IP addresses from the IAB-donor-CU via RRC. The IAB-donor-CU may send the IP address(es) to the IAB-node 2 via RRC. The IAB-donor-CU may obtain the IP address(es) from the IAB-donor-DU via F1-AP or by other means (e.g. OAM, DHCP). IP address allocation procedure may occur at any time after RRC connection has been established.
Phase 3: IAB-DU part setup. In this phase, the IAB-DU of IAB-node 2 is configured via OAM. The IAB-DU of IAB-node 2 initiates the TNL establishment, and F1 setup (as defined in clause 8.5) with the IAB-donor-CU using the allocated IP address(es). The IAB-donor-CU discovers collocation of IAB-MT and IAB-DU from the IAB-node’s BAP Address included in the F1 SETUP REQUEST message. After the F1 is set up, the IAB-node 2 can start serving the UEs.
NOTE: The IAB-DU can discover the IAB-donor-CU’s IP address in the same manner as a non-IAB gNB-DU.
NOTE: If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on the entity which provides the default BAP configuration.
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