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1	Introduction
[bookmark: _Hlk85061506]In this contribution, we discuss the relationship between the AI/ML solutions and possible implications to OAM policies for energy saving. In addition, we provide some clarifications and corrections to the agreed figures of the AI/ML use cases of Energy Saving, Load Balancing, and Mobility Optimization. 
[bookmark: _Hlk90546851]2	Coordinating AI/ML decisions between OAM and RAN 
OAM and RAN have different levels of information to train their ML Models and to make their decisions. OAM receives (non real-time) counters, Key Performance Indicators (KPI)s, and alarms from the full network, while RAN receives (real-time) UE measurements, own load measurements (e.g. radio load, TNL load), load measurements from neighbour gNBs, etc. OAM has a broader view of the network performance received at a longer time scale as opposed to RAN that has a narrower view (but on a more real-time scale). For the same reason, training at the OAM takes a very long time and also a very large amount of measurements before convergence. For this reason, it is possible that in the absence of enough training data at the OAM or in the lack of the required time for OAM training to converge to reliable results, training in the RAN is a preferred solution.
Observation 1: Since OAM has a broad view of the network through non real-time counters, KPIs, alarms, etc. training at the OAM may take a very long time to converge to meaningful results.
Observation 2: In certain cases, such as when enough measurements are not available in the OAM or if convergence is needed fast, Training in the RAN is a preferred solution.
In the TR, for all the prioritized use cases, we have introduced two solutions, one involving Model Training in the OAM and one involving Model Training in the RAN, but we haven’t discussed or clarified the interplay between those two. So in our view, there remain some unclear aspects to be discussed:
· Are both solutions (Training in OAM and Training in the RAN) solving the same problem for the agreed use cases?
· Are the ML Models trained in OAM and in RAN equivalent models or are they complementary, meaning that they solve different instances of a problem?  
· How is it decided which of the two solutions should be used at any given time and who makes such decision?
Proposal 1: Companies are invited to provide their views on the following questions:
· Are both solutions (Training in OAM and Training in the RAN) solving the same problem for the agreed use cases?
· Are the ML Models trained in OAM and in RAN equivalent models or are they complementary, meaning that they solve different instances of a problem?  
· How is it decided which of the two solutions should be used at any given time and who makes such decision?
When it comes to Energy Saving use case, OAM can provide RAN with policies that can be used by a gNB for cell switch-off decisions or for requesting reactivation of an inactive cell owned by a peer gNB. We have also agreed in the TR that the output of AI/ML based energy saving can be: “Energy saving strategy, such as recommended cell activation/deactivation”. In such scenario it is unclear which of the two policies should have priority, a non-intelligent policy from OAM or an intelligent policy from RAN? Since the two are operating independently it is possible that the best policy from OAM is in conflict with what an AI/ML Algorithm in the RAN deems preferrable.
Observation 3: When RAN is allowed to Train and Execute an Energy Saving ML Model, conflicts with OAM decisions may appear.
Currently, an energy saving policy from OAM is taken as an instruction towards a RAN node. However, this disallows any freedom from RAN to take intelligent decisions, i.e., using AI/ML, since OAM is always in control. When RAN can train an ML Model for Energy Saving it may be in better position to determine optimal energy saving strategies for itself.
Observation 4: There is a need to define new OAM requirements on supporting Energy Saving when RAN is allowed to Train and Execute an Energy Saving ML Model. 
Proposal 2: To solve conflicts between OAM and RAN decisions when Training and Inference of an Energy Saving ML Model is in the RAN, OAM policies for energy saving may be taken as a recommendation (and not as a hard decision), allowing RAN to take intelligent energy saving decisions through AI/ML.
3	Addressing Remaining Details on the AI/ML Use Cases 
3.1 Energy Saving Use Case 
In the AI/ML Framework figure, we have captured that Training Data from Data Collection is an input to Model Training in order to enable training of an ML Model. However, in the Energy Saving figure corresponding to Model Training and Model Inference in the RAN, there is no incoming data to Model Training (Training Data), neither from UE nor from neighbouring NG-RAN nodes. Input from UE(s) and from neighbouring node(s) arrives during inference as shown in Figure 1, which gives the impression that only Inference Data is available.



[bookmark: _Ref92274280]Figure 1 Model Training and Model Inference at NG-RAN (Figure 5.1.2.2-1 in the TR)
Observation 5: No Training Data is illustrated as an input to Model Training for Energy Saving use case (Figure 5.1.2.2-1 in the TR).

Note also, that in certain cases of learning, such as Reinforcement Learning, Model Training and Model Inference are not separated, and input (Training Data and Inference Data) should be available at both phases of the learning process. Thus, the current figure seemingly excludes Reinforcement Learning as a possible ML Algorithm. 

Observation 6: The current figure of ML Energy Saving with Model Training and Model Inference in the RAN seemingly excludes the possibility of online learning through Reinforcement Learning. 

Since the study is independent of ML Models and ML Algorithms, it should be as general as possible and such exclusion should be avoided.  
 
Proposal 3: Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Energy Saving use case, when Model Training and Model Inference are in the RAN.

Currently the Energy Saving solution with (offline) training taking place in OAM does not illustrate Model Training and Model Deployment boxes at the OAM side as shown in Figure 2.




[bookmark: _Ref92282900]Figure 2 Model Training at OAM, Model Inference at NG-RAN (Figure 5.1.2.1-1 in the TR)
This was an intentional decision since the presence of Model Training in OAM subsequently requires Model Deployment to the RAN, which was a controversial topic in RAN3. Under this consideration, we chose to start the flow charts at the point when RAN has a Trained ML Model (from OAM) already available (step 0). On the other hand, we have illustrated in the figure the presence of Feedback (Step 5) from NG-RAN nodes to OAM.  The presence of feedback towards OAM without showing the existence of Model Training in OAM makes the figure incomplete and may cause confusion about what is the meaning of the sent Feedback to OAM. 

Proposal 4: Introduce a Model Training box in the OAM for the AI/ML Energy Saving use case (Figure 5.1.2.1-1 in the TR) and add a Model Deployment Update arrow from OAM to NG-RAN node 1 with a Note that Model Deployment is not in the scope of the Rel. 17 RAN3 SI.

Same as above, we propose to introduce training data from RAN to OAM for the purposes of Model Training.

Proposal 5: Introduce input data from the UE and from an NG-RAN node also for the training phase of Energy Saving use case, when Model Training is in OAM.

Also, in the figure, two Feedback arrows are shown towards OAM. Feedback from NG-RAN node 2 corresponds to the Feedback from Actor, as captured in ML Framework. However, Feedback from NG-RAN node 1 corresponds to Model Performance Feedback since it is sent from Model Inference to Model Training. As discussed also in [2], we propose to rename Model Performance Feedback to Model Feedback, to avoid any interpretation that it relates to performance.
 
Proposal 6: Rename Model Performance Feedback to Model Feedback to avoid confusion with performance.

Observation 7: Feedback from NG-RAN node 1 corresponds to Model Performance Feedback from Model Inference to Model Training.

Proposal 7: Rename the Feedback arrow from NG-RAN node 1 to OAM as Model Feedback and add a note it is not in the scope of the Rel-17 RAN3 study.  

 For the Energy Saving use case, we agreed in the TR that the output of AI/ML energy saving can be one of the following:   

· Energy saving strategy, such as recommended cell activation/deactivation. 
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)
As can be observed from the list, not all the ML output above is related to a Handover. 

Observation 8: Not all of the captured ML output in TR 37.817 is related to a Handover decision.

However, in the captured figures for Energy Saving only Handover strategy is illustrated.

Proposal 8: Modify Figures 5.1.2.2-1 and 5.1.2.2-2 in TR 37.817 to reflect that different ML Outputs may not necessarily be related to a Handover.

Also, for some of the ML Output above, Feedback may not be meaningful. For example, if a gNB sends to a neighbouring gNB its predicted energy efficiency, Feedback would be internally consumed at the first gNB when it observes its actual energy efficiency. 

Observation 9: Output from ML Energy Saving may or may not require Feedback from a neighbouring gNB. 

Proposal 9: Make Feedback an optional arrow in Figures 5.1.2.2-1 and 5.1.2.2-2 in TR 37.817.

3.2 Load Balancing Use Case 
Similarly to the Energy Saving use case, also for the Load Balancing use case with Model Training and Model Inference in the RAN there is no incoming data to Model Training (Training Data), either from UE or from neighbouring NG-RAN nodes. Input from UE(s) and from neighbouring node(s) arrives during inference as shown in Figure 3.



[bookmark: _Ref92296949]Figure 3 AI/ML for Load Balancing use case (Figure 5.2-2-1 in the TR)

Observation 10: No Training Data is illustrated as an input to Model Training for Load Balancing use case.

Proposal 10: Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN.

Also, regarding UE location information in the input, we had agreed during the last online meeting to align in all use cases reference to UE location information according to the following: “UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available.”.
Proposal 11: Update current reference to UE location information to be aligned among the use cases, as agreed during last meeting.  
3.3 Mobility Enhancements Use Case

The current figure for Mobility Optimization where Model Training is in OAM and Model Inference in the RAN is shown in Figure 4.
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[bookmark: _Ref92298964]Figure 4 AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node (Figure 5.3-1 in the TR)  

We have captured in the TR that input for AI/ML mobility optimization can be both from a UE and from a NG-RAN node. 

Observation 11: Figure 4 (Figure 5.3-1 in the TR) does not illustrate Training Data from an NG-RAN node towards Model Training in OAM or Inference Data from an NG-RAN node towards Model Inference.
In fact, input from other NG-RAN nodes not running inference cannot be precluded to be sent to Model Training.
Proposal 12: In Figure 5.3-1, introduce an arrow to deliver Input Data for Model Training from an NG-RAN node towards OAM. Input data for Model Training may not necessarily come from the NG-RAN node running Model Inference. In addition, introduce an arrow to deliver Input data for Model Inference from a neighbouring NG-RAN node towards the NG-RAN node running Model Inference. 
The corresponding figure when both Model Training and Model Inference are in the RAN is shown in Figure 5.
[image: ]
[bookmark: _Ref92300149]Figure 5 Model Training and Model Inference both located in RAN node (Figure 5.3-2 in the TR)

As before, Figure 5 does not show input information arrow from a neighbouring NG-RAN node, either for Model Training or Model Inference purposes.

Proposal 13: Introduce an arrow in Figure 5.3-2 in the TR from NG-RAN node 2 to NG-RAN node 1 to communicate Training Data from a neighbouring NG-RAN node.  
Proposal 14: Introduce an arrow in Figure 5.3-2  from NG-RAN node 2 to NG-RAN node 1 to communicate Inference Data from a neighbouring NG-RAN node.  
For completeness of the Handover procedure shown in Figure 5, we propose to introduce the missing steps to complete the Handover Request message until an RRC Reconfiguration Complete is sent from the UE to the Target gNB. 
Proposal 15: For completeness, we propose to include the missing steps of the Handover procedure in Figure 5.3-2 until an RRC Reconfiguration Complete message is sent from the UE to the Target gNB.

Proposal 16: Agree the TP for TR 37.817 provided in the Annex.
4	Conclusion
We make the following observations and proposals:

Observation 1: Since OAM has a broad view of the network through non real-time counters, KPIs, alarms, etc. training at the OAM may take a very long time to converge to meaningful results.
Observation 2: In certain cases, such as when enough measurements are not available in the OAM or if convergence is needed fast, Training in the RAN is a preferred solution.
Proposal 1: Companies are invited to provide their views on the following questions:
· Are both solutions (Training in OAM and Training in the RAN) solving the same problem for the agreed use cases?
· Are the ML Models trained in OAM and in RAN equivalent models or are they complementary, meaning that they solve different instances of a problem?  
· How is it decided which of the two solutions should be used at any given time and who makes such decision?
Observation 3: When RAN is allowed to Train and Execute an Energy Saving ML Model, conflicts with OAM decisions may appear.
Observation 4: There is a need to define new OAM requirements on supporting Energy Saving when RAN is allowed to Train and Execute an Energy Saving ML Model. 
Proposal 2: To solve conflicts between OAM and RAN decisions when Training and Inference of an Energy Saving ML Model is in the RAN, OAM policies for energy saving may be taken as a recommendation (and not as a hard decision), allowing RAN to take intelligent energy saving decisions through AI/ML. 
Observation 5: No Training Data is illustrated as an input to Model Training for Energy Saving use case. (Figure 5.1.2.2-1 in the TR).
Observation 6: The current figure of ML Energy Saving with Model Training and Model Inference in the RAN seemingly excludes the possibility of online learning through Reinforcement Learning. 
Proposal 3: Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Energy Saving use case, when Model Training and Model Inference are in the RAN.
Proposal 4: Introduce a Model Training box in the OAM for the AI/ML Energy Saving use case (Figure 5.1.2.1-1 in the TR) and add a Model Deployment Update arrow from OAM to NG-RAN node 1 with a Note that Model Deployment is not in the scope of the Rel. 17 RAN3 SI.
Proposal 5: Introduce input data from the UE and from an NG-RAN node also for the training phase of Energy Saving use case, when Model Training is in OAM.
Proposal 6: Rename Model Performance Feedback to Model Feedback to avoid confusion with performance.
Observation 7: Feedback from NG-RAN node 1 corresponds to Model Performance Feedback from Model Inference to Model Training.
Proposal 7: Rename the Feedback arrow from NG-RAN node 1 to OAM as Model Feedback and add a note it is not in the scope of the Rel-17 RAN3 study.  
Observation 8: Not all of the captured ML output in TR 37.817 is related to a Handover decision.
Proposal 8: Modify Figures 5.1.2.2-1 and 5.1.2.2-2 in TR 37.817 to reflect that different ML Outputs may not necessarily be related to a Handover.
Observation 9: Output from ML Energy Saving may or may not require Feedback from a neighbouring gNB. 
Proposal 9: Make Feedback an optional arrow in Figures 5.1.2.2-1 and 5.1.2.2-2 in TR 37.817.
Observation 10: No Training Data is illustrated as an input to Model Training for Load Balancing use case.
Proposal 10: Introduce input data from the UE and from the neighbouring NG-RAN node also for the training phase of Load Balancing use case, when Model Training and Model Inference are in the RAN.
Proposal 11: Update current reference to UE location information to be aligned among the use cases, as agreed during last meeting.  
Observation 11: Figure 4 (Figure 5.3-1 in the TR) does not illustrate Training Data from an NG-RAN node towards Model Training in OAM or Inference Data from an NG-RAN node towards Model Inference.
Proposal 12: In Figure 5.3-1, introduce an arrow to deliver Input Data for Model Training from an NG-RAN node towards OAM. Input data for Model Training may not necessarily come from the NG-RAN node running Model Inference. In addition, introduce an arrow to deliver Input data for Model Inference from a neighbouring NG-RAN node towards the NG-RAN node running Model Inference. 
Proposal 13: Introduce an arrow in Figure 5.3-2 in the TR from NG-RAN node 2 to NG-RAN node 1 to communicate Training Data from a neighbouring NG-RAN node.  
Proposal 14: Introduce an arrow in Figure 5.3-2  from NG-RAN node 2 to NG-RAN node 1 to communicate Inference Data from a neighbouring NG-RAN node.  
Proposal 15: For completeness, we propose to include the missing steps of the Handover procedure in Figure 5.3-2 until an RRC Reconfiguration Complete message is sent from the UE to the Target gNB.
Proposal 16: Agree the TP for TR 37.817 provided in the Annex.
References
[bookmark: _Ref75086397][1]	3GPP TR 37.817, “Study on enhancement for Data Collection for NR and EN-DC”, Rel. 17	 
[2]	R3-220631, “ (TP for TR 37.817) Open points on AI/ML Framework and Feedback Collection Discussions”
Annex - TP for TR 37.817

//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc88582284]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based network energy saving:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM

In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.

When RAN is allowed to Train and Execute an Energy Saving ML Model, conflicts with OAM decisions may appear. To solve conflicts between OAM and RAN decisions when Training and Inference of an Energy Saving ML Model is in the RAN, OAM policies for energy saving may be taken as a recommendation (and not as a hard decision), allowing RAN to take intelligent decisions through AI/ML.  

[bookmark: _Toc88582285]5.1.2.1	Model Training at OAM and Model Inference at NG-RAN
In this solution, NG-RAN makes energy decisions using AI/ML model trained from OAM.



Figure 5.1.2.1-1. Model Training at in OAM, Model Inference in theat NG-RAN

Step 0: NG-RAN node 1 is assumed to have a AI/ML model trained by OAM, NG-RAN node 2 is assumed to have a AI/ML model trained by OAM optionally.
Step 1: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 2: NG-RAN node 1 sends the required input data to OAM for model training of AI/ML-based network energy saving. Input data may include UE measurement report received from the UE as well as internal data from NG-RAN node 1. Data may also be received by other NG-RAN nodes.
Step 3. Model Training takes place. Required measurements are leveraged to training ML model for Energy Saving.
Step 4. OAM sends ML Model Deployment Message to deploy the trained/updated ML model to the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM. After this step an AI/ML Model is available at an NG-RAN node 1. NG-RAN node 2 may also have an AI/ML Trained Model from OAM optionally available.
Note: This step is out of RAN3 Rel-17 scope.
Step 15: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 26: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 37: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 
Step 48: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy. (This step is optional, assuming that the energy saving decision leads to a Handover strategy).
Step 59: NG-RAN node 1 and NG-RAN node 2 provides feedback to OAM. This step is optional, depending on Feedback availability.
Step 10: NG-RAN node 1 may optionally provide Model Feedback to OAM.
Note: This step is out of RAN3 Rel-17 scope.
[bookmark: _Toc88582286]5.1.2.2	Model Training and Model Inference at NG-RAN
In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
Editor’s Notes: FFS on data collection.


 
Figure 5.1.2.2-1. Model Training and Model Inference in theat NG-RAN
Step 1: NG-RAN node 2 sends input data to NG-RAN node 1 for Training an AI/ML-based a network energy saving ML Model. 
Step 2: UE sends UE measurement report to NG-RAN node 1 (FFS on if triggered). Input from UE can be used also for Training a network energy saving ML Model. 
Step 13: NG-RAN node 1 trains AI/ML model for AI/ML-basednetwork energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-basednetwork energy saving optionally, which can also generate predicted results/actions.
Step 24: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 35: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 46: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 
Step 57: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy. (This step is optional, assuming that the energy saving decision leads to a Handover strategy).
Step 68: NG-RAN node 2 provides feedback to NG-RAN node 1. This step is optional, depending on Feedback availability.

//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc88582292]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
[bookmark: _Hlk87526270]To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· [bookmark: _Hlk87526314]An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
A high-level signalling flow for the AI/ML use case related to Load Balancing is shown in Figure 5.2-2-1 below.


 
Figure 5.2-2-1: AI/ML for Load Balancing use case 
Step 1: an AI/ML Model Training is located at NG-RAN node 1. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions.
Steps 21-23 and Steps 6-7: NG-RAN node 1 can request and obtain UE measurements and location information (e.g. RRM measurements, MDT measurements, velocity, position) for Model Training or Model Inference of an AI/ML Model for Load Balancing.
Steps 43-4 and Steps 8-95: NG-RAN node 1 can request Resource Status information from the neighbouring NG-RAN node 2 for Model Training or Model Inference of an AI/ML Model for Load Balancing. Details and name of the procedure are FFS.
Step 5: NG-RAN node 1 leverages on the received input for Model Training and a trained ML Model becomes available. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions.

Step 610: NG-RAN node 1 can perform Mobility Load Balancing predictions (e.g. for cells of NG-RAN node 1).
Step 117: NG-RAN node 1 takes Mobility Load Balancing decision and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 812: NG-RAN node 2 sends Feedback to NG-RAN node 1 (e.g. resource status updates after load balancing). It is FFS whether “Feedback” is signalled after receiving a Feedback Request.

5.2.2.1	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
From the local node:
· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. 
· UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
From neighbour NG-RAN Nodes:
· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
Editor’s Note: FFS other input information required for AI/ML-based load balancing.
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc88582295]5.3.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
[bookmark: _Toc88582296]5.3.2.1			Locations for AI/ML Model Training and AI/ML Model Inference
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, the following two options are considered: 
· The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
· Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node

Furthermore, for CU-DU split scenario, following option is possible:
· AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.

[bookmark: _Toc88582297]5.3.2.2			AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
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                              Figure 5.3-1  AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. The UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. The UE  sends measurement report message to NG-RAN node 1.
Step 4: NG-RAN node 1 sends measurement report from the UE to OAM. NG-RAN node 1 may also include its own data such as SON Reports to OAM. Neighbouring NG-RAN node 2 may also send input for Model Training to OAM via NG-RAN node including the required measurement.
Step 45. Model Training.  Required measurements are leveraged to training ML model for UE mobility optimization.
Step 56. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node(s). The NG-RAN node 1 can also continue model training based on the received AI/ML model from OAM. After this step an AI/ML Model is available at an NG-RAN node 1.
Note: This step is out of RAN3 Rel-17 scope.
[bookmark: OLE_LINK222][bookmark: OLE_LINK223]Step 67. The NG-RAN node 1 obtains the measurement report as inference data for UE mobility optimization.
Step 8. The NG-RAN node 1also obtains input data from neighbouring NG-RAN node 2 as inference data for UE mobility optimization.
Step 79. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 108. The NG-RAN 1 optionally sends the AI/ML model performance feedback to OAM.(FFS).
Note: This step is out of RAN3 Rel-17 scope.
Step 11. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
Step 9. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
[bookmark: _Toc88582298]5.3.2.3			AI/ML Model Training and AI/ML Model Inference in a NG-RAN node


 
Figure 5.3-2: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. NG-RAN node 2 sends input data for training an ML model for mobility optimization to NG-RAN node 1
Step 45. Model training. Required measurements are leveraged to training ML model for mobility optimization.
Step 56. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
Step 7. NG-RAN node 2 sends input data for Model Inference for mobility optimization to NG-RAN node 1
Step 68. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 79. According to the prediction, recommended actions are executed for Mobility Optimization. 
Step 810. The NG-RAN node 1 sends handover request message to the NG-RAN node 2.
Step 11. NG-RAN node 2 acknowledges the handover request. 
Step 12. NG-RAN node 1 sends a Handover command to the UE after which the UE detaches from the NG-RAN node 1 and synchronises to NG-RAN node 2.
Step 13. UE sends an RRC Reconfiguration Complete message to NG-RAN node 2 to confirm the Handover.
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