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1. Introduction

In RAN3#114-e, the SDT work item started officially start in RAN3, and there was significant progress on several aspects, including the options for Xn flows, including the case of no anchor relocation. There is a secondary aspect related to the handling of the first uplink message in such scenario, which is not yet fully discussed. In RAN3#114-e, two 
In this document, we briefly revisit this discussion in respect of RACH based SDT without anchor relocation. We show the potential for latency reduction for the case when the traffic is contained in the first UL message from the UE, where it is possible to avoid establishment of Xn-u tunnels or exchange additional RRC messages. We also show that the latency reduction is smaller in disaggregated deployments and propose a way forward that does not require support in such deployments.
2. Discussion

2.1 Latency analysis
This analysis is similar to that provided in [1]. We consider the number of CP messages needed to establish a data path for several cases of interest.  There are of course some assumptions on the signalling flow (e.g. as shown in the Appendix). In addition to the Xn flows for DRB traffic, we need to also consider the following variations e.g.:

· The uplink data consists of a NAS message only

· The gNBs are disaggregated (E1, F1 or both E1/F1)

The table below shows an estimate of the number of CP messages. The latency of UP traffic is assumed to be small enough in comparison to be negligible.

Table 1: Estimated number of CP messages before first UL data arrives in anchor gNB / gNB-CU-UP

	
	No CP data transport (1st message) 
	With CP data transport (1st message)
	Latency reduction

	DRB
	2
	1
	50%

	DRB, disaggregated gNB, F1 only
	4 (a)
	3 (b)
	25%

	DRB, disaggregated gNB, E1 only
	4 (a)
	2 - 3 (b)
	23-50%

	DRB, disaggregated gNB, F1 + E1
	6 (a)
	4 - 5 (b)
	16-33%

	SRB/NAS
	3 (c)
	1
	67%

	SRB/NAS, disaggregated gNB, F1 only
	6 (c)
	4 (d)
	33%

	Notes:

a) assumes 2 additional F1 messages (in serving gNB) and 2 additional E1 messages (in anchor gNB)

b) assumes 1 additional F1 message and 1or 2 additional E1 messages (depending on whether the CU-CP needs to wait for the reply from the CU-UP to send UL data, or engage gNB-CU-DU)

c) assumes transport over Xn-c and F1-C for the C-plane PDCP PDU, resulting in 3 messages for the baseline exchange, plus 3 additional F1messages

d) assumes transport over Xn-c and F1-C for the C-plane PDCP PDU


Although the above estimates depend on various assumptions on message and flow enhancements, the general conclusion seems reasonable, that the latency reduction is significant but tends to become smaller for disaggregated deployments. 

Observation 1: For the first uplink data, latency reduction can be significant (e.g.  ≥ 50%) but becomes smaller in disaggregated scenarios.

2.2 Possible way forward

From the above, there are some performance advantages to transporting the first UL data in the control plane, but this does not fully extend to all scenarios. Further, this should be a fully optional feature without need for inter-node coordination i.e. the anchor gNB should not be required to support this functionality (noting also that the serving gNB is not obliged to be aware of whether the anchor gNB supports the feature or is disaggregated).
Given that, we propose to go forward in the following way:

Proposal 1: Further study the possible support of transport of initial data payload in the first CP message subject to the following principles:

· Feature is optional, and SDT generic flow shall not be impacted by lack of support in either anchor or serving gNB

· No support for this functionality is provided in F1AP (i.e. no support if either anchor or serving gNB is disaggregated)

To achieve these, it is enough to work on top of whichever flow is eventually agreed, and for example some specifics could already be sketched:

· The serving gNB is not mandated to send the data in the RETRIEVE UE CONTEXT REQUEST message

· If it does so, it should anyway buffer the data (i.e. act as normal)

· The anchor gNB is not mandated to process the received data in the RETRIEVE UE CONTEXT REQUEST message (if received)

· If it does so, it can indicate it, implicitly or explicitly, to the serving gNB e.g. 

· An explicit indicator in the Xn-C message with uplink tunnel endpoints, signalling that the data has been processed and can be dropped from the buffer

· If the context is relocated, the serving gNB assumes that the data was not processed at the anchor 
Observation 2: Simple additions to the signalling and behaviour in Xn-C can achieve the proposed principles, and fallback to normal operation is easy to achieve if either node does not support or does not want to proceed with data processing for any reason.
Hence 
Proposal 2: To support the principles of P1, serving gNB always buffers data regardless of whether it sends it to the anchor in the first Xn-c message.

Proposal 3: To support the principles of P1, the anchor gNB can ignore and fallback to either RLC or full context relocation.

The flow for this functionality (as per the previous section) is provided as a stage 2 text proposal in the Appendix for illustration.

Proposal 4: Take the message flow in the appendix as a basis to analyse the proposed functionality.
3. Conclusions

The following observations and proposals are made in this document:
Observation 1: For the first uplink data, latency reduction can be significant (e.g.  ≥ 50%) but becomes smaller in disaggregated scenarios.

Proposal 1: Further study the possible support of transport of initial data payload in the first CP message subject to the following principles:

· Feature is optional, and SDT generic flow shall not be impacted by lack of support in either anchor or serving gNB

· No support for this functionality is provided in F1AP (i.e. no support if either anchor or serving gNB is disaggregated)
Observation 2: Simple additions to the signalling and behaviour in Xn-C can achieve the proposed principles, and fallback to normal operation is easy to achieve if either node does not support or does not want to proceed with data processing for any reason.

Proposal 2: To support the principles of P1, serving gNB always buffers data regardless of whether it sends it to the anchor in the first Xn-c message.

Proposal 3: To support the principles of P1, the anchor gNB can ignore and fallback to either RLC or full context relocation.

The flow for this functionality (as per the previous section) is provided as a stage 2 text proposal in the Appendix for illustration.

Proposal 4: Take the message flow in the appendix as a basis to analyse the proposed functionality.
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5. Appendix: Stage 2 flow
Note: the following flow is provided to illustrate how the proposed functionality can be implemented with simple fallback in case of no support at either end. Other flows under discussion may be similarly adapted. As a reminder, no F1AP support is proposed.
10.xx.2 RA-SDT without UE context relocation

The following figure shows the operation of SDT without anchor relocation.
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Figure x: RACH based SDT without UE context relocation
1/2/3.
The UE resumes from RRC_INACTIVE following SDT procedures, providing the I-RNTI and UL data. 

4.
The serving gNB requests the last serving gNB to provide UE Context data, including SDT indication and optionally RLC PDU(s). The serving gNB buffers the RLC PDU(s).

The anchor gNB decides not to relocate the UE context. 
5.
The anchor gNB sends a Xn-U SDT MESSAGE #1 message to the serving gNB including the RLC configuration, UL anchor DRB endpoints, indication of whether it requests DL endpoints, and indication of whether the data received in step 4 has been processed and may be discarded.
6. (If requested) The serving gNB sends a Xn-U SDT MESSAGE #2 message to the anchor gNB including its DL DRB endpoints for data forwarding.

7.
Anchor decides to release the UE and completes the Context Retrieval procedure by sending a RETRIEVE UE CONTEXT FAIL including the RRCRelease message, which is then forwarded to the UE in step 8.

