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Introduction
The study item Enhancement for Data Collection for NR and EN-DC has progressed 3 use cases individually over the past several meetings. Each use case, network energy savings, load balancing and mobility optimization have unique aspects, but also have many similarities and thus those aspects should be described in a common way with common terminology. Since each use case has been developed in separate agenda items, they have progressed in their own way even with the areas that are common to the other use cases. This contribution tries to align those aspects without losing the aspects that are unique to each use case. 
2
Discussion
There are 4 areas where what should be common between the use cases has diverged between them:

1. Whether we should document message sequence charts for both the case where the AI/ML model is trained in O&M and the case where it is trained in the NG-RAN node. 

2. Whether we should document that the NG-RAN node 2 could have an AI/ML model

3. Whether at the first step in the message sequence charts we should assume a trained model already exists

4. When discussing location of training and inference sometimes it is referred to as NG-RAN and sometimes as NG-RAN node.

Since there is no reason that any of these are unique in these aspects it is clear that these should be aligned. 

This leads to the following proposals:

Proposal 1: The energy saving, and mobility optimization use cases show message sequence charts for both the O&M trained and the gNB trained models, the load balancing use case only shows the gNB trained model. To align the use case descriptions there are two choices:

A. Delete in the energy savings and mobility optimization sections the O&M trained model use case and describe the differences when there is an O&M trained model. 

B. Add the O&M trained model message sequence chart to the load balancing section

Since there is no difference seen in why any of these use cases should not include OAM training (the text shows already a common handling with OAM and NG-RAN node locations), so there is no change in the Mobility optimization use case. 

Proposal 2: The energy saving use case is the only use case that shows an optional AI/ML model in NG-RAN node 2 in the message sequence charts. This valid for all of the use cases so the two options are:

A.  Delete the optional AI/ML model in the message sequence charts in the energy savings sections

B. Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing and mobility optimization use cases 

We feel that AI/ML models will be universally deployed, and as such can exist to help with their outputs providing inputs into other NG-RAN node models, B is the better option, so in the first step add a box for optional AI/ML model in NG-RAN node 2 similar to Energy Savings. 

Proposal 3: The 3 use cases use different wording about the state of the model at the start of the message sequene charts. The cleanest method is to start the message sequence chart with a “trained” AI/ML model in NG-RAN node 1.  This results in the first steps of in the two message sequence charts to start with a trained model.

Proposal 4: When discussing location of training and inference sometimes it is referred to as NG-RAN and sometimes as NG-RAN node. It is clearer that it is a NG-RAN node. Thus, the title of section “Model Training at OAM and Model Inference at NG-RAN” should be changed to “Model Training at OAM and Model Inference at a NG-RAN node”.
The mobility optimization also needs a few other improvements, the message sequence chart in the current section 5.3.2.2 needs some improvement since for example it does not include NG-RAN node 2, and the chart should include inputs from NG-RAN node 2. This leads to the following proposal:
Proposal 5: To align the message sequence charts to the other use cases modify the message sequence charts in the current section 5.3.2.2:

Add NG-RAN node 2 to the diagram
Since the other use cases start with a trained model delete steps 1-5 and new step 1 would be a trained model in NG-RAN nodes. (See proposal 3)
Before current message 6 add a message from NG-RAN node 2 similar to the energy saving use case since the model inference needs inputs from the other NG-RAN nodes. Label it similarly “Input data for mobility optimization model inference from NG-RAN node 2”, with a similar description below the chart. 
Add a step after mobility optimization for feedback to O&M similar to the other use cases with a similar relevant description below

Likewise, the other message sequence chart (in the current section 5.3.2.2) needs some improvement since for example it should include inputs from NG-RAN node 2. This leads to the following proposal:
Proposal 6: To align the message sequence charts to the other use cases modify the message sequence charts in the current section 5.3.2.3:

Since the other use cases start with a trained model delete steps 1-4 and new step 1 would be a trained model in NG-RAN nodes. (See proposal 3).
Before current message 5 add a message from NG-RAN node 2 similar to the energy saving use case since the model inference needs inputs from the other NG-RAN nodes. Label it similarly “Input data for mobility optimization model inference from NG-RAN node 2”, with a similar description below the chart. 

Remove step 8 for handover request, the mobility optimization includes triggering handover (CHO or other types)

Add a step after mobility optimization for feedback from NG-RAN node 2 to NG-RAN node 1 similar to the other use cases with a similar relevant description below

In the input information section, the first input from neighbouring NG-RAN nodes mentions UE successful handover information, but for completeness it should also include unsuccessful handover since an RLF report could also be used to help the AI/ML model. 
Proposal 7: In the Input Information from the neighbouring RAN nodes section modify -
“UE’s successful handover information in the past and received from neighboring RAN nodes” to include unsuccessful handover.
To complete the study, we have to resolve all of the FFS in the TR, for the one in the input data section on UE measurements it is clear that the scope of the study has not included new measurements however either new measurements or new parameters in mobility procedures have not been studied or ruled out. So here is the following proposal: . 
Proposal 8: At the end of the input data section remove the FFS in “FFS on whether new UE measurements are needed”, by changing it to: “Whether new measurements are needed or new parameters for the existing mobility procedures are needed due to AI/ML model impacts is to be discussed during the work item phase.” Alternatively, since this might be true for the other use cases, the whole FFS could be deleted here and a general statement like the proposed could be put in a general section.
Since CHO has candidate cells and DAPS and regular handover have target cells, the output dealing with predicted handover target should have some minor changes:
Proposal 9: In the output section clarify “Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication” by modifying to “Predicted handover target node for regular and DAPS handover, candidate cells in for CHO, may together with the confidence of the prediction.
To handle traffic steering and make mention of data forwarding the following output should also be added:
Proposal 10: in the output section to handle the traffic steering part of the use case and help with data forwarding decisions, add an output as follows: “Traffic predictions for resource allocation purposes in mobility (e.g. for CA/DC activation/deactivation and Data Forwarding related decision optimization)”

3
Conclusion
The proposals are:

Proposal 1: The energy saving, and mobility optimization use cases show message sequence charts for both the O&M trained and the gNB trained models, the load balancing use case only shows the gNB trained model. To align the use case descriptions there are two choices:

A. Delete in the energy savings and mobility optimization sections the O&M trained model use case and describe the differences when there is an O&M trained model. 

B. Add the O&M trained model message sequence chart to the load balancing section

Since there is no difference seen in why any of these use cases should not include OAM training (the text shows already a common handling with OAM and NG-RAN node locations), so there is no change in the Mobility optimization use case. 

Proposal 2: The energy saving use case is the only use case that shows an optional AI/ML model in NG-RAN node 2 in the message sequence charts. This valid for all of the use cases so the two options are:

A.  Delete the optional AI/ML model in the message sequence charts in the energy savings sections

B. Add in the first step a box with “optional model in the NG-RAN node 2” in the load balancing and mobility optimization use cases 

We feel that AI/ML models will be universally deployed, and as such can exist to help with their outputs providing inputs into other NG-RAN node models, B is the better option, so in the first step add a box for optional AI/ML model in NG-RAN node 2 similar to Energy Savings. 

Proposal 3: The 3 use cases use different wording about the state of the model at the start of the message sequene charts. The cleanest method is to start the message sequence chart with a “trained” AI/ML model in NG-RAN node 1.  This results in the first steps of in the two message sequence charts to start with a trained model.

Proposal 4: When discussing location of training and inference sometimes it is referred to as NG-RAN and sometimes as NG-RAN node. It is clearer that it is a NG-RAN node. Thus, the title of section “Model Training at OAM and Model Inference at NG-RAN” should be changed to “Model Training at OAM and Model Inference at a NG-RAN node”.
Proposal 5: To align the message sequence charts to the other use cases modify the message sequence charts in the current section 5.3.2.2:

Add NG-RAN node 2 to the diagram

Since the other use cases start with a trained model delete steps 1-5 and new step 1 would be a trained model in NG-RAN nodes. (See proposal 3).
Before current message 6 add a message from NG-RAN node 2 similar to the energy saving use case since the model inference needs inputs from the other NG-RAN nodes. Label it similarly “Input data for mobility optimization model inference from NG-RAN node 2”, with a similar description below the chart. 

Add a step after mobility optimization for feedback to O&M similar to the other use cases with a similar relevant description below

Proposal 6: To align the message sequence charts to the other use cases modify the message sequence charts in the current section 5.3.2.3:

Since the other use cases start with a trained model delete steps 1-4 and new step 1 would be a trained model in NG-RAN nodes. (See proposal 3).

Before current message 5 add a message from NG-RAN node 2 similar to the energy saving use case since the model inference needs inputs from the other NG-RAN nodes. Label it similarly “Input data for mobility optimization model inference from NG-RAN node 2”, with a similar description below the chart. 

Remove step 8 for handover request, the mobility optimization includes triggering handover (CHO or other types)

Add a step after mobility optimization for feedback to O&M similar to the other use cases with a similar relevant description below

Proposal 7: In the Input Information from the neighbouring RAN nodes section modify -
“UE’s successful handover information in the past and received from neighboring RAN nodes” to include unsuccessful handover

Proposal 8: At the end of the input data section remove the FFS in “FFS on whether new UE measurements are needed”, by changing it to: “Whether new measurements are needed or new parameters for the existing mobility procedures are needed due to AI/ML model impacts is to be discussed during the work item phase.” Alternatively, since this might be true for the other use cases, the whole FFS could be deleted here and a general statement like the proposed could be put in a general section.
Proposal 9: In the output section clarify “Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication” by modifying to “Predicted handover target node for regular and DAPS handover, candidate cells in for CHO, may together with the confidence of the prediction.

Proposal 10: in the output section to handle the traffic steering part of the use case and help with data forwarding decisions, add an output as follows: “Traffic predictions for resource allocation purposes in mobility (e.g. for CA/DC activation/deactivation and Data Forwarding related decisions optimization)”

4. Annex – TP for 37.817
5.3
Mobility Optimization
5.3.1
Use case description

Mobility management is the scheme to guarantee the service-continuity during the mobility by minimizing the call drops, RLFs, unnecessary handovers, and ping-pong. For the future high-frequency network, as the coverage of a single node decreases, the frequency for UE to handover between nodes becomes high, especially for high-mobility UE. In addition, for the applications characterized with the stringent QoS requirements such as reliability, latency etc., the QoE is sensitive to the handover performance, so that mobility management should avoid unsuccessful handover and reduce the latency during handover procedure. However, for the conventional method, it is challengeable for trial-and-error-based scheme to achieve nearly zero-failure handover. The unsuccessful handover cases are the main reason for packet dropping or extra delay during the mobility period, which is unexpected for the packet-drop-intolerant and low-latency applications. In addition, the effectiveness of adjustment based on feedback may be weak due to randomness and inconstancy of transmission environment. Besides the baseline case of mobility, areas of optimization for mobility include dual connectivity, CHO, and DAPS, which each have additional aspects to handle in the optimization of mobiltity. 

Mobility aspects of SON that can be enhanced by the use of AI/ML include

· Reduction of the probability of unintended events

· UE Location/Mobility/Performance prediction

· Traffic Steering 

Reduction of the probability of unintended events associated with mobility. 

Examples of such unintended events are:

· Intra-system Too Late Handover: A radio link failure (RLF) occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.

· Intra-system Too Early Handover: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.

· Intra-system Handover to Wrong Cell: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell. 
· Successful Handover: During a successful handover, there is underlying issue.
RAN Intelligence could observe multiple HO events with associated parameters, use this information to train its ML model and try to identify sets of parameters that lead to successful Hos and sets of parameters that lead to unintended events.

UE Location/Mobility/Performance Prediction

Predicting UE’s location is a key part for mobility optimisation, as many RRM actions related to mobility (e.g. selecting handover target cells) can benefit from the predicted UE location/trajectory. UE mobility prediction is also one key factor in the optimization of early data forwarding particularly for CHO. UE Performance prediction when the UE is served by certain cells is a key factor in determining which is the best mobility target for maximisation of efficiency and performance.

Traffic Steering

Efficient resource handling can be achieved adjusting handover trigger points and selecting optimal combination of Pcell/PSCell/Scells to serve a user. 

Existing traffic steering can also be improved by providing a RAN node with information related to mobility or dual connectivity. 

For example, before initiating a handover, the source gNB, could use feedbacks on UE performance collected for successful handovers occurred in the past and received from neighboring gNBs. 

Similarly, for the case of dual connectivity, before triggering the addition of a secondary gNB or triggering SN change, an eNB could use information (feedbacks) received in the past from the gNB for successfully completed SN Addition or SN Change procedures.

In the two reported examples, the source RAN node of a mobility event, or the RAN node acting as Master Node (a eNB for EN-DC, a gNB for NR-DC) can use feedbacks received from the other RAN node, as input to an AI/ML function supporting traffic related decisions (e.g. selection of target cell in case of mobility, selection of a PSCell / Scell(s) in the other case), so that future decisions can be optimized.

5.3.2
Solutions and standard impacts

Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
5.3.2.1 Locations for AI/ML Model Training and AI/ML Model Inference

Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, the following two options are considered: 

· The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 

· Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node
Furthermore, for CU-DU split scenario, following option is possible:

· AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.

5.3.2.2 AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
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Figure 5.3-1  AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node






Step 1. An AI/ML Model trained by OAM is located at NG-RAN node 1. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions and may optionally have an AI/ML model.
Step 2: NG-RAN node 2 sends input data to NG-RAN node 1 for model inference of AI/ML-based mobility optimization, these could include SON reports, successful handover messages, RLF failure reports and other information.
Step 3. The NG-RAN node obtains the measurement report as inference data for UE mobility optimization.

Step 4. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.

Step 5. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
Step 6:: NG-RAN node 2 and NG-RAN node 1 sends feedback to OAM. 
5.3.2.3 AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
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Figure 5.3-2: Model Training and Model Inference both located in RAN node



Step 1An AI/ML Model trained at the NG-RAN node is located at NG-RAN node 1. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions and may optionally have an AI/ML model.

Step 2: NG-RAN node 2 sends input data to NG-RAN node 1 for model inference of AI/ML-based mobility optimization, these could include SON reports, successful handover messages, RLF failure reports and other information.
Step 3. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
Step 4. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 5. According to the prediction, recommended actions are executed for Mobility Optimization. 

Step 6. NG-RAN node 2 sends Feedback to NG-RAN node 1 
5.3.2.4 Input data
The following data is required as input data for mobility optimization.
Input Information from the UE: 

· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. 
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR

· UE historical serving cells and their locations

· Moving velocity
· FFS predicted traffic

Input Information from the neighbouring RAN nodes: 

· UE’s successful and unsuccessful handover information in the past and received from neighbouring RAN nodes

· UE’s history information from neighbour

· Position, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)

· Resource status and utilization prediction/estimation

· SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
· Information about the performance of handed over UEs

· Resource status prediction
Input Information from the local node: 

· UE trajectory prediction output (will be used by the RAN node internally)

· Local resource status prediction 

If existing UE measurements are needed by a gNB for AI/ML-based mobility optimization, RAN3 shall reuse the existing framework (including MDT and RRM measurements). Whether new measurements are needed or new parameters for the existing mobility procedures are needed due to AI/ML model impacts is to be discussed during the work item phase..
5.3.2.5 Output data
· UE trajectory prediction (Latitude, longitude, altitude,cell ID of UE over a future period of time)
· Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node for regular and DAPS handover, candidate cells for CHO, together with the confidence of the predication
· Traffic predictions for resource allocation purposes in mobility (e.g. for CA/DC activation/deactivation and Data Forwarding related decisions optimization
5.3.2.6 Standard impact
To improve the mobility decisions at a gNB (gNB-CU), a gNB can request mobility feedback from a neighbouring node. Details of the procedure are FFS.

· Potential Xn interface impact:
· Predicted resource status info and performance info from candidate target NG-RAN node to source NG-RAN node
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