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RAN2 considered two options for paging for multicast session activation notification for RRC_IDLE/ RRC_INACTIVE UEs as
· Option 1: Paging for multicast session activation notification is used in all legacy Paging Occasions (POs).
· Option 2: Paging for multicast session activation notification is used in the relevant legacy POs for the UEs with non-activated multicast session(s). 
Further, RAN2 understands that option 2 is paging resource efficient and has made agreement for option 2, subject to RAN3 confirmation.
The chairman notes from 3GPP TSG-RAN WG3 #114-e contains the following information from the discussion #8 MBSPaging:
RAN3 shall support Option 2 (i.e., Paging for multicast session activation notification is used in the relevant legacy POs for the UEs with non-activated multicast sessions(s))
It is proposed to include the “UE Identity index value” IE (i.e., 5GS-TMSI mod 1024 defined in 9.3.3.23 in TS38.413) in the Multicast group paging message.
It is proposed to include “Paging DRX” IE in the Multicast group paging message.
FFS: Paging DRX is UE specific or Session specific
FFS: paging area shall include per list of UEs to be paged.
It is proposed to include the “MBS Service Area” IE in the Multicast group paging message.
This document continues discussing the implications. Mainly because of the agreement to support option 2 we need to understand the use case or use cases where this is applicable and the benefit. In the following sections we present the outcome of our analysis.
2	Discussion
2.1	Further analysis on option 2
To understand if the “paging area shall include per list of UEs to be paged” we need to understand the benefit with this paging optimization. On a high level, the purpose is to save paging resources but we need to understand the end to end solution to make option 2 interoperable and robust.
In our analysis we modeled M UEs camping on a cell with N paging occasions. To get an understanding of a suitable value for M (number of camping UEs in the cell) we look at the MCPTT scalability guide in Annex C in TS22.179 which says “The MCPTT Service might support a minimum of 2000 MCPTT Users within an MCPTT Group or a combination of different MCPTT Groups, in every cell of the MCPTT system.”. Based on this we select the value M = 2000 (note that the value may be higher) for the number of MCPTT UEs camping on the cell. Also assuming a paging DRX cycle of 1s and one paging occasion every 10ms we get 100 paging occasions. The probability that no UE monitors at least one paging occasion is almost zero and becomes the normal case for this requirement.
When paging 2000 UEs in a cell using 100 paging occasions the expected number of UEs monitoring a paging occasion is  = 20. However, this is the expectation value and more UEs are monitoring some paging occasions and fewer UEs are monitoring other paging occasions. Figure 1 shows that, with a probability approximately 60%, there are less than or equal to 32 UEs monitoring the paging occasion monitored by the largest set of UEs. We see that the gain here with group paging is that we can page all UEs simultaneously because individual paging would not fit into the RRC paging message and the DU would not need to delay transmissions, or alternatively if the DU discards a page for a UE camping on the cell, the network would avoid paging repetitions on this particular UE.
Observation 1.	The benefit with group paging is that a cell can page more than 32 UEs since this is the maximum number of paging records according to the RRC protocol (maxNrofPageRec INTEGER ::= 32).
Unfortunately it is not sufficient to only consider the paging message but also to handle the signaling related to UEs either establishing a new connection or resuming a connection. Besides the DU itself managing the random access channel, and later the signaling while establishing a new connection or resuming a connection, there can also be overload in parts of the CU-CP. In case of such overload the F1AP Network Access Rate reduction message.
Observation 2.	A random access rate of 2000 UEs per second is high and we cannot assume that cells have the capacity to handle this access rate.
In the case where 2000 UEs are camping on a cell and the cell does not have the capacity to handle 2000 random accesses per second the network needs a mechanism to handle this. Our view, given the design in SA2 and RAN2 so far, is that the only option for RAN3 is the following design where we assume that the DU can handle simultaneous random access from all group paged UEs in a paging occasion (also see section 2.2):
-	The cell starts paging (on average) every k:th paging occasion.

Figure 1: Probability that the maximum number of UEs monitoring the paging occasion with the most monitored UEs is smaller than or equal to the number om the x-axis. As an example the value for 32 UEs is approximately 60%.
-	The cell evaluates the response from the group paging and estimates how much it can increase the -	paging rate and still handle the load. 
-	 The cell starts paging in a higher percentage of paging occasions (if possible).
-	When the cell has sent one group page in each paging occasion the DU considers the paging complete.
We do however see that this will take some time for the cell to make the estimate of the percentage of paging occasions. If the available capacity in the cell is such that the cell cannot page in each paging occasion immediately time will become longer. This is however true for both option 1 and option 2.
Conclusion 1. Group paging as currently defined by SA2 and RAN2 takes in the order of tens of seconds when in the order of a thousand UEs belonging to the group camp on the cell.
TS22.261 section 6.13.2 contains the following requirement: “The 5G system shall be able to setup or modify a broadcast/multicast service area within [1s] NOTE 2: For MCPTT related KPIs see 3GPP TS 22.179 [30], clause 6.15.”.
Observation 3. The broadcast/multicast service area shall be setup within 1s which is an order of magnitude smaller than the estimate in Conclusion 1.
Looking into TS22.170 clause 6.15 there are a set of requirements which are stricter than 1s. However, we can now consider two types of implementations. In the first type, the network pages the UEs when the session starts and the UEs remain in RRC Connected also when no-one has pushed the MCPTT control on the MCPTT UE. Here the UEs would remain in RRC
Connected for several working hours according to TS22.179 section 6.15.3.1: “The MCPTT Access time (KPI 1) does not include the time for an MCPTT User to affiliate to the group. This is a common scenario within public safety, meaning that affiliations to MCPTT Groups are long lived during several working hours.”. In the second type of implementation the network releases the UEs to RRC inactive or RRC idle when the user releases the MCPTT control. The requirement in the second solution are stricter and the requirements are as low 300ms. There is however some room to not find all UEs and for example requirement [R-6.15.3.2-012] mentions the value 95%: “For group calls where no acknowledgement is requested from affiliated MCPTT group members, the MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 95% of all MCPTT Request.”.
Conclusion 2.	The standardized group paging solution does not meet the 1s requirement to setup a broadcast/multicast service area.
Conclusion 3.	Group paging does not meet the stricter requirements for MCPTT even taking relaxation on the requirement on the percentage of UEs which need to connect with the specified time.
Proposal 1. 	In addition to answers proposed at RAN3#114-e, send an LS to RAN2 asking for a improved group paging solution meeting the requirements in TS22.179 and TS22.261.
2.2	Simultaneous random access triggered by group page
From Figure 1 we see that with 100 paging occasions and 2000 UEs camping it is likely that in the order of 30 UEs is monitoring at least one paging occasion. Assuming that there is one random access opportunity associated to each paging occasion we can also expect that all these UEs respond simultaneously. There are 64 random access preambles and since these are randomly selected by the UE one or more UEs are likely to select the same preamble. if a DU can not handle this load the benefit in observation 1 is not valid and if this can cause any overload problems in the network the solution is not useful. If it is possible to meet the capacity requirements but the DU needs some special configuration it means that there is negative impact in some other area and there is additional complexity.
Conclusion 4.	If the DU cannot handle the random access load triggered by a group page the solution is not feasible.
Conclusion 5.	If the DU needs a special random access configuration the negative aspects of using any such configuration (complexity and reduced capacity/performance) most be smaller than the benefit.
2.3	RRC Idle paging load
Here we make a simple network model to get a rough estimate of the paging load in a cell from unicast paging to set the gains with option 2 in relation to pagings already today transmitted in cells where the UE is not located. The purpose here is to illustrate the load and if a company claims that this load is too much off and is much lower we encourage them to provide their preferred model for us to converge on this.
-	Each NG-RAN node consists of three cells. The UE is in one of these cells with probability 0.8.
-	Each TAI consists of 50 NG-RAN nodes and the UE is in the TAI with probability 0.999.
-	Each Registration area consists of 5 TAIs and the UE is in the registration area with probability 1.
-	The core network pages a UE every 10 minutes.
We estimate the number of pages in the network each time the core network pages a UE to 30.
1 · 3 + 0.2 · 50 · 3 + 0.001 · 50 · 5 · 3 = 33.75 ≈ 30
The core network then, on average, pages  cells per second per UE. The number of cells in the registration area is 5·50·3 = 750. Considering a UE density of 10, 100, 1000 and 10000 UEs per cell on average we get the following paging intensities per cell.
10 UEs/cell: Number of pages per second = 10
100 UEs/cell: Number of pages per second = 100
1000 UEs/cell: Number of pages per second = 1000
The number of cells in the registration area is 750 and we get the average rates per cell corresponding to 10 UEs/cell, 100 UEs/cell and 1000 UEs/cell to 5, 50, 500 respectively. Since we already have this rate of paging messages there does not seem to be any benefit to optimize the 5G-MBS paging message since it according to the model here adds a maximum of 100 messages once (in each cells in the registration area) which is in the same order of magnitude compared to the paging which is already ongoing. If we also take Conclusion 1 into account limiting the paging rate a factor ten the maximum saving we can achieve is 100 pages each 10s corresponding to 10 pages per second. Also, if we consider the implementation option earlier in this document where network keeps UEs in RRC connected for several hours we model this with a group paging rate of one per hour i.e. one per every 3600s. The maximum savings we can achieve then becomes 100 messages per 3600s which is approximately 0.3 pages per second and cell.
Proposal 2. 	Clarify the use case, call flows and benefit when optimizing the paging over RRC by providing a list of UE identifiers or UE identity index values in order to understand which use case we are optimizing and the benefits.
Because of this constant paging of unicast UEs a DU implementation could during the learning phase, if considered beneficial, select non-empty paging occasions when possible. This would be the case during the learning phase when the DU estimates the rate it can utilize and when the DU does not page at maximum rate.
Observation 4.	A DU implementation can reduce the number of paging occasions used only for group paging by selecting paging occasions where it transmits a paging message containing a S-TMSI or I-RNTI.
2.4	UE Identity index value
We have the following SA2 and RAN2 decision to take into account when designing the paging mechanism in RAN3.
1.	The UEs are listening to the same paging occasions in RRC Idle and RRC inactive.
2.	Both RRC Idle and RRC Inactive UEs respond when paged with the group identifier.
3.	The NG-RAN can receive the core network group page request (step 5 in figure 7.2.5.2-1 in section 7.2.5.2 in TS23.247), if any, before or after it receives the NG session activation (step 12 in figure 7.2.5.2-1 in section 7.2.5.2 in TS23.247).
We also need to avoid that UEs which have responded to a page, but a network in an overload state have released, are not paged for the same reason again. From the network perspective, with the mechanisms provided by SA2 and RAN2, the best we can do is a design where the DU pages each paging occasion once per cell. The DU discards any additional group paging requests received while group paging is ongoing.
Conclusion 6.	The DU enforces that paging repetitions with the same group identifier by discarding such repetitions until the DU considers the group paging action complete.
Since group paging will find most of the UEs the AMF and NG-RAN node will then find any remaining UEs using the UE specific identifier STMSI or I-RNTI respectively. Since a page using the group paging identifier causes both RRC Inactive and RRC Idle UEs respond an AMF needs to handle group paging responses (NGAP initial UE message) as soon as any AMF connected to the NG-RAN node triggers an action which may result in a group page over radio.
Observation 5.	All AMFs participating in the delivery of the 5G-MBS service connected to a NG-RAN node needs to handle initial UE messages resulting from a group page triggered by another AMF or the NG-RAN node.
We also need to take into account that either the core network (RRC Idle UEs) or the NG-RAN initiates group paging first (RRC Inactive UEs). Since more than one AMF triggers paging and the NG-RAN can also trigger paging it is difficult to understand the value for the AMFs to provide lists of UE Identity Index values to NG-RAN. This may seem to provide some value at first sight but our understanding after further analysis is that the benefits (if any) don’t motivate the additional complexity related to error handling and coordination in and between the CU-CP and the DUs. If we look at option 1, the DU would handle this and there is no need to coordinate the received paging messages in the core CU-CP nor any NG-RAN triggered paging because of the, from the AMFs received, NG activation messages. To us, option 1 provides interoperability with the core network because the CU-CP can start paging when it receives the first 5G-MBS group paging message or the first Session Activation message. It seems to us that this is not possible with option 2.
Proposal 3.	RAN3 to clarify when the CU-CP knows that it has received all information necessary to send the group paging message to the DU for option 2.
Further, a TAI normally covers an area larger than one NG-RAN node and consists of more than one cell. With option 2, the DU shall only transmit the group page in the relevant legacy POs for the UEs with non-activated multicast sessions(s). To achieve this the DU can only page in paging occasions where a UE with a non-activated multicast session is camping and our second question on option 2 is:
Proposal 4.	If any company propose to provide cell lists indicative of where the NG-RAN shall page the UE it needs to be explained how the core network retrieves this information, the accuracy of this information and the assumptions made on the core network and NG-RAN (if any).
2.5	Multiple paging DRX cycles for group page
NG-RAN also have the possibility to trigger a group page for the RRC Inactive UEs and group paging repetitions are not possible the network must use the same paging DRX cycle regardless of if the NG-RAN or an AMF takes an action triggering paging first. Paging DRX must therefore be present in the NG-RAN hence is in this sense session specific. It may seem that this information is not necessary for RRC Inactive UEs since they get the paging DRX in the NGAP Initial Context Setup message. However, because of the dependencies between paging of RRC Inactive and RRC Idle paging and that group paging repetitions are not possible the CU-CP must trigger group page towards the DU with all DRX cycle lengths even if the NG-RAN node only has RRC Inactive UEs belonging to a subset of the possible DRX paging cycle lengths.
Proposal 5.	The paging DRX cycle for group paging for a session is session specific and provided in another message than the 5G-MBS group paging message for paging of RRC Inactive UEs.
Since a NG-RAN node may not be aware of the session when the core network initiates paging of RRC Idle UEs the DRX cycles need to be present in the multicast paging message as well.
Proposal 6.	The paging DRX for group paging using the NG multicast paging message contains DRX cycles.
The UEs registered to the 5G-MBS session may use different paging DRX cycles e.g. when UEs also use other services with higher requirements. There would however be one paging DRX cycle time suitable for the session as such. Paging occasions when different DRX cycles are in use can be partly overlapping but a UE with long DRX does not necessarily monitor a paging occasion present for a UE utilizing a shorter DRX. There are two ways to handle this:
-	The core network selects one paging DRX cycle length (e.g. the one with most UEs listening) and pages once. The network then pages UEs not monitoring these paging occasions using dedicated paging using S-TMSI and I-RNTI respectively.
-	The AMF provides multiple paging DRX cycles to the NG-RAN. The DU receives the paging DRX cycles and pages once in any possible paging occasion.
Our preference is the second option and then the paging DRX cycle information for 5G-MBS is a list.
Proposal 7.	The AMF provides DRX cycle information for a 5G-MBS session as a list of DRX cycle lengths.
For option 1 the CU-CP needs to include the paging DRX’s to the DU and for option 2 the DU needs a list of UE Identity index values per paging DRX cycle length.
Conclusion 7. 	For option 2 the DU needs a list of UE Identity index values per paging DRX cycle length.
2.6	Paging area
TS23.247 mentions a paging area and the chairman notes from the previous RAN3 meeting also mentions paging area. There does however not seem to be any definition and our understanding is that this refers to a selection of the network where the network pages the UE. Our interpretation in the scope of these discussions are that
-	For RRC Inactive UEs the RNA consists of one or more paging areas.
-	For RRC Idle UEs the registration area consists of one or more paging areas.
The network can select a set of paging areas such that it spends more resources where the UEs are likely to be but this is up to implementation. In the end, the UE can be in any cell in its registration area or RNA and the network needs to find the UE according to session specific requirements. The concept of paging areas would also include options to use group paging and UE dedicated paging. The SA2 specification TS23.247 mentions the “paging area” twice but since no definition exists this concept needs to treated carefully.
Proposal 8. 	RAN3 shall avoid introducing the wording “paging area” unless 3GPP defines this concept since this may cause confusion with SA2 specification TS23.247.
There is however no point in paging where it is impossible for a UE to be. A NG-RAN node may belong to multiple TAIs and it makes sense that NG-RAN only pages in TAIs where a UE registered to the session can be camping.
Proposal 9. 	The AMF indicates in the NGAP multicast group paging message the TAIs where UEs registered to the service can be.
2.7	Xn group paging
In the latest discussed TP in R3-215973 from RAN3#114-e there is support for group paging over Xn. Here we address two additional issues for Xn group paging not covered yet
2.7.1	Target node selection for Xn group paging
If an NG-RAN node receives the RAN multicast group paging message it will perform a group page as instructed. However, if the receiving node is outside the session area it shall not perform any page since RRC Inactive and RRC Idle UEs camping will connected/resume and then the AMF/CUCP will realize that it does not understand what it shall do with the UEs which resumed and eventually release them. This causes extra signaling and a risk for interoperability and robustness problems and also wiping out any signaling benefit which may have existed for option 2.
Proposal 10.	RAN3 to clarify how a NG-RAN node knows that it is correct to send a RAN multicast group paging message to another NG-RAN node to avoid triggering group paging in NG-RAN nodes outside the session area.
2.7.2	Merging UE Index values
With RAN multicast group paging over Xn and option 2 the receiver needs to merge the UE Index values with values received:
-	From other NG-RAN nodes in RAN multicast group paging messages.
-	From AMFs in group paging messages.
-	From locally stored information for RRC inactive UEs.
If we for now focus on the Xn signaling we need to understand when a NG-RAN node sends the RAN multicast group paging message to a neighbor (we now assume that the neighbor shall receive the message). For the RNA multicast group paging to be useful the configured RNA includes at least two NG-RAN nodes. If we want to maximize the benefit with option 2 we also want to minimize the number of UE Index values sent over the Xn interface. To achieve this we first want to group page in the NG-RAN node and then, for all RRC Inactive UEs where there was no response, we want to page over the Xn interface. This is however not possible since the NG-RAN nodes needs to take the information from all its neighbors into account before sending the group paging message. This means that the UE Index values received in the RAN multicast group paging message by NGRAN node A over Xn from a NG-RAN node B can contain UE index values corresponding to UEs only present in cells belonging to NG-RAN node B but not in the receiving node. This inaccurate information reduces the gains even further.
Conclusion 8.	A NG-RAN node must send the RAN multicast paging over Xn before paging its own cells hence with a high probability transfers UE Index values only present in the NG-RAN node itself and not to any UE in the neighbor which corrupts the data the receiver uses to optimize the UE Index values indicated in the group page sent to the DU.
Proposal 11.	RAN3 to clarify the call flow to meet latency requirements and avoid that inaccurate UE index values sent over the Xn interface.
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Conclusion 1. Group paging as currently defined by SA2 and RAN2 takes in the order of tens of seconds when in the order of a thousand UEs belonging to the group camp on the cell.
Conclusion 2. The standardized group paging solution does not meet the 1s requirement to setup a broadcast/multicast service area.
Conclusion 3. Group paging does not meet the stricter requirements for MCPTT even taking relaxation on the requirement on the percentage of UEs which need to connect with the specified time.
Conclusion 4. If the DU cannot handle the random access load triggered by a group page the solution is not feasible.
Conclusion 5. If the DU needs a special random access configuration the negative aspects of using any such configuration (complexity and reduced capacity/performance) most be smaller than the benefit.
Conclusion 6. The DU enforces that paging repetitions with the same group identifier by discarding such repetitions until the DU considers the group paging action complete.
Conclusion 7. For option 2 the DU needs a list of UE Identity index values per paging DRX cycle length.
Conclusion 8. A NG-RAN node must send the RAN multicast paging over Xn before paging its own cells hence with a high probability transfers UE Index values only present in the NG-RAN node itself and not to any UE in the neighbor which corrupts the data the receiver uses to optimize the UE Index values indicated in the group page sent to the DU.
We have the following proposals:
Proposal 1. 	In addition to answers proposed at RAN3#114-e, send an LS to RAN2 asking for a improved group paging solution meeting the requirements in TS22.179 and TS22.261.
Proposal 2. 	Clarify the use case, call flows and benefit when optimizing the paging over RRC by providing a list of UE identifiers or UE identity index values in order to understand which use case we are optimizing and the benefits.
Proposal 3. 	RAN3 to clarify when the CU-CP knows that it has received all information necessary to send the group paging message to the DU for option 2.
Proposal 4. 	If any company propose to provide cell lists indicative of where the NG-RAN shall page the UE it needs to be explained how the core network retrieves this information, the accuracy of this information and the assumptions made on the core network and NG-RAN (if any).
Proposal 5. 	The paging DRX cycle for group paging for a session is session specific and provided in another message than the 5G-MBS group paging message for paging of RRC Inactive UEs.
Proposal 6. 	The paging DRX for group paging using the NG multicast paging message contains DRX cycles.
Proposal 7. 	The AMF provides DRX cycle information for a 5G-MBS session as a list of DRX cycle lengths.
Proposal 8. 	RAN3 shall avoid introducing the wording “paging area” unless 3GPP defines this concept since this may cause confusion with SA2 specification TS23.247.
	There is however no point in paging where it is impossible for a UE to be. A NG-RAN node may belong to multiple TAIs and it makes sense that NG-RAN only pages in TAIs where a UE registered to the session can be camping.
Proposal 9. 	The AMF indicates in the NGAP multicast group paging message the TAIs where UEs registered to the service can be.
Proposal 10. 	RAN3 to clarify how a NG-RAN node knows that it is correct to send a RAN multicast group paging message to another NG-RAN node to avoid triggering group paging in NG-RAN nodes outside the session area.
Proposal 11. 	RAN3 to clarify the call flow to meet latency requirements and avoid that inaccurate UE index values sent over the Xn interface.
Proposal 12. 	Send the draft LS in section 4.
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Release:	REL-17
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To:	RAN2, SA2
Cc:	

Contact Person:	
Name:	Alexander Vesely
Tel. Number:	
E-mail Address:	alexander dot vesely at ericsson dot com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org 	

Attachments:	- 


1. Overall Description:
RAN3 thanks RAN2 for the LS received in R3-214693/R2-2109177 on paging for multicast session activation notification.
RAN3 has reviewed the overall 5GS approach, consisting of 5GC, NG-RAN and Uu functions and observed the following, which, RAN3 believes, cannot be ignored for the specification work in Rel-17:
1.	The NG-RAN would need to process a potentially large list of UE identifiers which may cause quite some effort to process. If there is an expectation that mechanisms for efficient paging (e.g. first page only in the last served cell) is applied for NR MBS as well, this will add to the processing effort at NG-RAN and at the 5GC to identify necessary information from all concerned UEs. Such processing effort causes delay which may not be tolerable at least for certain applications.
2.	RAN3 would like to remind RAN2 and SA2 on an LS received in R3-211515/R2-2104655, where RAN2 raised concerns about applying individual delivery of multicast traffic to UEs in non-supporting NG-RAN nodes, stating the following:
Some companies are concerned about scalability issue when using legacy unicast paging if a large number of MBS users are served by non-supporting NG-RAN node (e.g. comparable to the number of users receiving an MBS service under MBS supporting node). However, majority of companies believes such scenario should be prevented by configuring/deploying the nodes to be MBS supporting node whenever there is sufficient demand. If a node covering large number of MBS UEs is configured/deployed as MBS non-supporting node, then radio resources capacity can be exceeded not only for paging channel, but also for data channels.
It seems obvious that RAN2’s conditional agreement to select option 2 will end up in option 1 if the number of UEs to be “group”-paged exceeds a certain limit, which would most likely force the network to revert to option 1 in any case, either due to time constraints to reach all multicast group members, discouraging to minimise the paging resource utilisation, or due to the fact that with the number of UEs the current “group” paging approach would end up near option 1 anyhow. 
Option 1, however, would contradict the general engineering virtue to use resources economically as already stated in R3-211515/R2-2104655.
3.	In order to optimise the usage of paging resources, NG RAN would need to combine group paging information received from several connected AMFs and take into account RRC_INACTIVE UEs as well.
4.	Calculating optimum usage of POs for UEs configured with different DRX cycles adds to the complexity.
5.	For use-cases with dense UE population there is a high likelihood that more UEs are paged and will return to RRC_CONNECTED than resources of a single cell can digest, which will lead to a high likelihood that the time to get the multicast service area configured with UEs able to receive multicast traffic would definitely exceed requirements stated in TS 22.179 and TS 22.26.
RAN3 acknowledges the motivation to use UE specific paging occasions but believes that the overall system performance (processing and resource usage) would benefit greatly from specifying in Rel-17 the possibility to configure UEs with MBS Session or NR MBS specific PO(s).

2. Actions:
To RAN2 and SA2 group.
ACTION: 	RAN3 requests RAN2 and SA2 to reconsider their decisions and specify network functions allowing efficient and prompt group paging for NR MBS in Rel-17, not at all requiring processing potentially long lists of UE identifiers or wasting paging resources.

3. Date of Next TSG-RAN WG3 Meetings:
TSG-RAN WG3 Meeting#114bis-e	17th - 26th January 2022
TSG-RAN WG3 Meeting#115-e	21st February - 3rd March 2022
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