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1 Introduction
In last RAN3 meeting, the topology redundancy is extensively discussed, the following agreements are achieved:
	Procedure

Agree to wait for RAN2's progress on BAP operation (e.g., header rewriting, routing, bearer mapping) 

E2E QoS requirement are divided into two parts: provided by its own topology fragment, provided by the non-F1-terminating CU’s topology fragment, which is up to implementation of CU1.

For DL descendent node traffic:

- CU1->CU2:

-- QoS info. 

-- A list of DL IP addresses 

-- FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)

- CU2->CU1

-- for each traffic: a list of {DSCP/IPv6 flow label, ingress BAP routing ID, ingress BH RLC CH ID} 

-- FFS: prior-hop BAP address

For UL descendent node traffic:

- CU1->CU2:

-- QoS info. 

-- FFS: ingress BAP routing ID, ingress BH RLC CH

- CU2->CU1

-- for each traffic,: egress BAP routing ID, egress BH RLC CH ID

-- FFS: next-hop BAP address for UL

FFS: additional info, stage-3 details for signaling design.

WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.

The granularity of the informed QoS requirement info is "per GTP-U tunnel”or "per group of GTP-U tunnels"

About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include:{ UE-associated F1AP, non-UE-associated F1AP, non-F1 }, FFS for other info.

CP/UP separation

Agree to add "IAB Node Indication" to set up dual-donors DC for the IAB node, for scenario 1.
A node broadcasting "IAB-support" supports full IAB functionality, RAN3 will not pursue to define a third type of donor node (broadcasting "IAB-support" but not support full IAB functionality)

Continue to discuss if any further information are needed to be exchanged between CU1 and CU2 for DL/UL descendent node traffic handling

Whether to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.

Whether to introduce any enhancements to support revoking mechanism for DC case, to be continued...


In this contribution, we will continue to address some important issues for topology redundancy. 
2 Discussion 
2.1 XnAP inter-donor configuration signaling design related 

· Issue 1: NUA vs. UA
The interaction between F1-terminating donor and non-F1 terminating donor can be used to transfer the QoS information of the traffic served by the boundary IAB node and descendant nodes. If UE-associated procedure for each node is used, multiple UE-related procedures should be triggered, which may cause signaling storm, especially for inter-donor partial migration. In the contrary, the non-UE associated procedure can be used to provide the information of multiple offloaded traffic belonging to different IAB nodes. 

Proposal 1-1: the NUA signaling is used for inter-donor configuration. 
Since this NUA signaling can be used to transfer QoS information of traffic belonging to different IAB nodes, a follow-up question is whether such signaling should indicate the associated IAB node or not. We can see some benefit if the associated IAB node is given. For example, CU2 can configure the routing in its topology well, e.g., assign the same routing path for the traffic belonging to the same node,  assign the same “fake” destination BAP address for the traffic towards the same node, configure the local rerouting if congestion occurs, etc. 
Proposal 1-2: the F1-termination node can indicate the associated IAB node for the transferred context (e.g., QoS information) in the signaling of inter-donor configuration.  
· Issue 2: signaling content
	For DL descendent node traffic:

- CU1->CU2:

-- FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)

For UL descendent node traffic:

- CU1->CU2:

-- FFS: ingress BAP routing ID, ingress BH RLC CH


The above FFS is related to the 1:1 and N:1 mapping at the CU2 side. The argument to include those L2 info. is to avoid the 1:N mapping configuration. In our understanding, the QoS information is provided at the granularity of BH RLC CH+BAP routing ID. In particular, for each QoS information, the corresponding traffic is transferred via the same BH RLC CH and BAP routing path in CU1’s topology. Thus, CU2 will not split the traffic into different BH RLC CH and/or BAP routing path in its topology. In other words, as long as the QoS information provided to CU2 is referring to the traffic with same BH RLC CH ID and BAP Routing ID, CU2 will not result in 1:N mapping.  Hence, L2 information is not needed. 
Proposal 1-3: L2 information is not needed for the QoS information transfer in the inter-donor configuration signaling 
	For DL descendent node traffic:

- CU2->CU1:

-- FFS: prior-hop BAP address

For UL descendent node traffic:

- CU2->CU1:

-- FFS: next-hop BAP address for UL


The above FFS is related to the routing configuration. At the boundary node, the F1-termination node should configure the routing table, which contains entries to/from CU2’s topology. For inter-donor topology redundancy, the boundary node can only have one parent node in CU2’s topology. Thus, once the boundary node knows that the routing is to/from CU2’s topology, the prior-hop/next-hop BAP address can be omitted. For inter-donor migration, the boundary node may have two parent nodes belonging to CU2’s topology. The boundary node needs to know the prior-hop/next-hop BAP address for routing. Thus, the prior-hop/next-hop BAP address should be contained. 
Proposal 1-4: The prior-hop BAP address and next-hop BAP address should be provided from CU2 to CU1 for DL and UL traffic, respectively, in the inter-donor configuration signaling 
	FFS: additional info, stage-3 details for signaling design.

About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include:{ UE-associated F1AP, non-UE-associated F1AP, non-F1 }, FFS for other info.


For the above FFS, we think that the non-F1-U traffic type information should be sent from CU1 to CU2. It can be considered as a part of QoS info.
Proposal 1-5: the QoS info. IE in the inter-donor configuration signaling can include one IE for non-F1-U traffic type. 

In addition, since the traffic transferred via CU2 topology may be accepted or rejected by the CU2. It is better to use an ID as an index when CU2 gives the admission result. Similarly, CU1 may also request to release the traffic served by CU2’s topology, which can use the ID of this traffic to indicate its release request. 

Proposal 1-6: to identify the traffic transferred by CU2, an traffic ID is used as the index in the inter-donor configuration signaling. 

· Issue 3:  Additional information in the inter-donor configuration signaling 
After the inter-donor migration or the establishment of inter-donor topology redundancy, the inter-donor configuration signaling can be continuously used. The following information may be considered in inter-donor configuration signaling:
· IP address request

For boundary node, the IABOtherInformation message can be sent to the CU2 directly (for inter-donor migration or inter-donor topology redundancy with SRB3 configured), so that the CU2 can send the allocated IP address to the boundary node. However, for descendant node or boundary node without SRB3 configuration, the IABOtherInformation message is sent to the CU1. Thus, CU1 has to request the IP address from CU2. The inter-donor configuration signaling can be used for the IP address request. After receiving the new IP address, the CU1 can assign those IP addresses to boundary node and descendant node based on its own implementation. 
Proposal 1-7: the inter-donor configuration signaling can be used for the IP address request. 

· Multiplexing information
In last RAN3 meeting, the multiplexing information is introduced for several UE-associated signaling. In some cases, the reconfiguration of the multiplexing information (e.g., do not support multiplexing between DU RX and MT RX) may result in the traffic transfer from CU1 to CU2. If the multiplexing information configuration can be carried out via UE-associated signaling, CU1 and CU2 should perform 4 step signaling exchanges, i.e., 2 for multiplexing information update, 2 for inter-donor configuration signaling. However, if the inter-donor configuration signaling can include the multiplexing information, it can be achieved via 2 steps. Thus, it is beneficial to introduce multiplexing information in the inter-donor configuration signaling. 
Proposal 1-8: the inter-donor configuration signaling can be used for the multiplexing information exchange. 
· Issue 4: stage-2 procedure for inter-donor topology redundancy
The following figure shows an example procedure for inter-donor topology redundancy. 
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Fig. 1 Flow-chart for inter-donor topology redundancy
Step 1: the NR-DC establishment procedure is performed for the IAB-MT of the boundary IAB node. During this procedure, the IP address(es) for the boundary/descendant IAB node can be requested from IAB-donor2-CU. 

Step 2: The UE Context Setup/Modification Procedures are performed between the IAB-donor1-CU and IAB-DU of the boundary/descendant IAB node. During those procedures, the UE contexts for the offloaded traffic are configured, and the IAB-DU part will select the proper IP addresses for the offloaded traffic on the granularity of GTP-U tunnel/TNL association. 

Step 3: the IAB-donor1-CU initiates INTER-DONOR CONFIGURATION message to the IAB-donor2-CU in order to provide the context of offloaded traffic. 

Step 4: the IAB-donor2-CU configures the routing and bearer mapping under its topology. 

Step 5: the IAB-donor2-CU responses with INTER-DONOR CONFIGURATION ACKNOWLEDGE message to the IAB-donor1-CU to provide the mapping information for the offloaded traffic. 

Step 6: the IAB-donor1-CU performs the configuration for bearer mapping, routing and header rewriting. 

Proposal 1-9: RAN3 takes the above procedure as the starting point for the inter-donor topology redundancy. 
2.2 F1AP signaling design related
To support the inter-donor F1 transport, the boundary node should perform the header rewriting, and inter-topology routing. Thus, F1AP signaling should be enhanced in the following aspects:
· Header rewriting table configuration

         To assistant the header rewriting, the boundary node should be aware of which packets are applicable for the header rewriting. To identify the packet, the ingress BH RLC CH, prior-hop BAP address and old (or ingress) BAP routing ID can be used for both DL and UL traffic, and the new (or egress) BAP routing ID is needed as well.

Proposal 2-1: the F1AP signaling is enhanced to configure the header rewriting table, each entry of which contains ingress BH RLC CH, prior-hop BAP address, old (or ingress) BAP routing ID, and new (or egress) BAP routing ID. 

· Routing table 

For inter-donor topology redundancy, the boundary node needs to route/receive packets to/from two different topologies, the configuration of routing table should indicate the targeting topology. In particular, each entry of the routing table can be configured to indicate the applicable topology. To represent the topology, one simple way is to indicate the applicable cell group ID. 
Proposal 2-2: the F1AP signaling is enhanced to configure the routing table, each entry of which contains the applicable topology, i.e., cell group ID. 
2.3 CP-UP separation
	Whether to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.


Meanwhile, in last RAN2 meeting, the following agreements were achieved:

· ONLY split SRB2 is used for F1-C transport in CP/UP-separation scenario 2

Thus, split SRB2 is the only way to support the F1-C transport in scenario 2. According to the XnAP, the split SRB2 establishment may be rejected by the SN. If this happens, the F1-C traffic cannot be transmitted via SN link so that the following issue should be well resolved:

· In scenario 2, if split SRB2 is rejected by SN, how to ensure the reliable and timely transmission of the F1-C traffic?

For an IAB node, if there are multiple descendant nodes, the unreliable and delayed transmission of the F1-C traffic may have significant impact to the IAB node and its descendant nodes. To resolve this issue, one possible way is to change the SN (if any), another possible way is perform the migration of the IAB node. The first way depends on whether there is another available SN, while the second way introduce large signaling overhead. Considering this, we think it is beneficial to inform SN on the intention for split SRB2 establishment. This can help SN know the importance of split SRB2; otherwise, the SN may reject the split SRB2 set up for variable reasons even the load is not heavy. 

Proposal 3-1: In CP-UP separation scenario 2, the MN can send an explicit indication to SN to tell the intention of split SRB2 request. 
3 Conclusions
In this contribution, we discuss the inter-donor topology redundancy, and propose:
· XnAP inter-donor configuration signaling design related

Proposal 1-1: the NUA signaling is used for inter-donor configuration. 
Proposal 1-2: the F1-termination node can indicate the associated IAB node for the transferred context (e.g., QoS information) in the signaling of inter-donor configuration.  
Proposal 1-3: L2 information is not needed for the QoS information transfer in the inter-donor configuration signaling 
Proposal 1-4: The prior-hop BAP address and next-hop BAP address should be provided from CU2 to CU1 for DL and UL traffic, respectively, in the inter-donor configuration signaling 
Proposal 1-5: the QoS info. IE in the inter-donor configuration signaling can include one IE for non-F1-U traffic type. 

Proposal 1-6: to identify the traffic transferred by CU2, an traffic ID is used as the index in the inter-donor configuration signaling. 

Proposal 1-7: the inter-donor configuration signaling can be used for the IP address request. 

Proposal 1-8: the inter-donor configuration signaling can be used for the multiplexing information exchange. 
Proposal 1-9: RAN3 takes the above procedure as the starting point for the inter-donor topology redundancy. 
· F1AP signaling design related 
Proposal 2-1: the F1AP signaling is enhanced to configure the header rewriting table, each entry of which contains ingress BH RLC CH, prior-hop BAP address, old (or ingress) BAP routing ID, and new (or egress) BAP routing ID. 

Proposal 2-2: the F1AP signaling is enhanced to configure the routing table, each entry of which contains the applicable topology, i.e., cell group ID.
· CP-UP separation 

Proposal 3-1: In CP-UP separation scenario 2, the MN can send an explicit indication to SN to tell the intention of split SRB2 request. 
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Annex I -- TP to TS38.401  
8.x
Inter-donor topology redundancy 
8.x.1
Inter-donor topology redundancy procedure
3.1 This procedure is used for configuring inter-donor topology redundancy between two different IAB-donor-CUs for the boundary IAB node and descendant node(s). Figure 8.x.1-1 shows the procedure. 
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Figure 8.x.1-1 Flow-chart for inter-donor topology redundancy
Step 1: the NR-DC establishment procedure is performed for the IAB-MT of the boundary IAB node. During this procedure, the IP address(es) for the boundary/descendant IAB node can be requested from IAB-donor2-CU. 

Step 2: The UE Context Setup/Modification Procedures are performed between the IAB-donor1-CU and IAB-DU of the boundary/descendant IAB node. During those procedures, the UE contexts for the offloaded traffic are configured, and the IAB-DU part will select the proper IP addresses for the offloaded traffic on the granularity of GTP-U tunnel/TNL association. 

Step 3: the IAB-donor1-CU initiates INTER-DONOR CONFIGURATION message to the IAB-donor2-CU in order to provide the context of offloaded traffic. 

Step 4: the IAB-donor2-CU configures the routing and bearer mapping under its topology. 

Step 5: the IAB-donor2-CU responses with INTER-DONOR CONFIGURATION ACKNOWLEDGE message to the IAB-donor1-CU to provide the mapping information for the offloaded traffic. 

Step 6: the IAB-donor1-CU performs the configuration for bearer mapping, routing and header rewriting.
Annex II -- TP to TS38.423
8.x  IAB procedures
8.x.1
Inter-donor Configuration
8.x.1.1
General

The purpose of the Inter-donor Configuration procedure is used to configure the routing and bearer mapping for the offloaded traffic, request new IP address, and multiplexing information exchange.
The procedure uses non-UE-associated signalling.

8.x.1.2
Successful Operation
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Figure 8.x.1.2-1: Inter-donor Configuration, successful operation

The F1-termination donor initiates the procedure by sending the INTER-DONOR CONFIGURATION message to the Non-F1-termination donor CU.

Editor’s Note: FFS for details.
8.x.1.3
Unsuccessful Operation

Not applicable.

8.x.1.4
Abnormal Conditions

3.1.1 Not applicable. 
3.1.2 ----------------------------------------2nd change -----------------------------
9.1.x
Messages for IAB Procedures

9.1.x.1
INTER-DONOR CONFIGURATION
This message is sent by the F1-termination donor CU to the non-F1-termination donor CU to request the routing and bearer mapping configuration for the offloaded traffic.
Direction: F1-termination donor CU ( non-F1-termination donor CU.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	IAB Node List
	
	0..1
	
	
	
	

	>IAB Node List Item
	
	
	
	
	
	

	  >>IAB Node ID
	M
	
	
	
	
	

	>>Traffic To Be Added List
	
	0..1
	
	
	YES
	reject

	>>>Traffic To Be Added Item
	
	1 .. <FFS>
	
	
	–
	

	>>>>Traffic ID
	M
	
	FFS
	
	–
	

	>>>>Traffic QoS
	M
	
	9.2.3.x0
	
	–
	

	>>F1-termination topology BH information
	M
	
	9.2.3.x1
	
	–
	

	  >>Traffic To Be Modified List
	
	0..1
	
	
	
	

	      >>>Traffic To Be Modified Item
	
	1 .. <FFS>
	
	
	
	

	            >>>>Traffic ID
	M
	
	FFS
	
	
	

	>>>>Traffic QoS
	O
	
	9.2.3.x0
	
	
	

	>>F1-termination topology BH information
	O
	
	9.2.3.x0
	
	
	

	>>Traffic To Be Released List
	
	0..1
	
	
	
	

	    >>>Traffic To Be Released Item
	
	1 .. <FFS>
	
	
	
	

	           >>>>Traffic ID
	
	
	FFS
	
	
	

	IAB TNL Address Request 
	O
	
	9.2.3.x8
	
	
	

	IAB Multiplexing Information - F1-Termination 
	O
	
	IAB Multiplexing Information

9.2.3.x11
	
	
	


9.1.x.2
INTER-DONOR CONFIGURATION ACKNOWLEDGE
This message is sent by the non-F1-termination donor CU to the F1-termination donor CU to provide the routing and bearer mapping configuration for the offloaded traffic.
Direction: non-F1-termination donor CU ( F1-termination donor CU.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	reject

	IAB Node List
	
	0..1
	
	
	
	

	>IAB Node List Item
	
	
	
	
	
	

	  >>IAB Node ID
	M
	
	
	
	
	

	>>Traffic Added List
	
	0..1
	
	
	YES
	reject

	>>>Traffic Added Item
	
	1 .. <FFS>
	
	
	–
	

	>>>>Traffic ID
	M
	
	FFS
	
	–
	

	>>>>non-F1-termination topology BH information
	M
	
	9.2.3.x2
	
	–
	

	  >>Traffic Modified List
	
	0..1
	
	
	
	

	      >>>Traffic Modified Item
	
	1 .. <FFS>
	
	
	
	

	            >>>>Traffic ID
	M
	
	FFS
	
	
	

	>>>>non-F1-termination topology BH information
	O
	
	9.2.3.x2
	
	
	

	>>Traffic Not Added List
	
	0..1
	
	
	
	

	    >>>Traffic Not Added Item
	
	1 .. <FFS>
	
	
	
	

	           >>>>Traffic ID
	
	
	FFS
	
	
	

	           >>>>Cause
	
	
	
	
	
	

	>>Traffic Not Modified List
	
	0..1
	
	
	
	

	    >>>Traffic Not Modified Item
	
	1 .. <FFS>
	
	
	
	

	          >>>>Traffic ID
	
	
	FFS
	
	
	

	          >>>>Cause
	
	
	
	
	
	

	IAB TNL Address Response 
	O
	
	9.2.3.x10
	
	
	

	IAB Multiplexing Information – non-F1-Termination 
	O
	
	IAB Multiplexing Information
9.2.3.x11
	
	
	


9.2.2.x0 Traffic QoS information 
3.1.2.1 This IE  is used to indication the Traffic QoS parameters for F1-U traffic or non-UP traffic type.  

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	CHOICE Traffic type 
	M
	
	
	
	
	

	>UP Traffic 
	
	
	
	
	–
	

	>>QoS parameters
	M
	
	9.2.3.5
	
	–
	

	>Non-UP Traffic 
	M
	
	
	
	–
	

	>>Non-UP Traffic Type
	O
	
	ENUMERATE(F1-C, non-F1, both, …)
	
	YES
	reject


9.2.2.x1
F1-termination topology BH information

3.1.2.2 This IE provides the BH information of the traffic served by F1-termination topology

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	DL TNL  information Request list 
	
	1
	
	

	>DL TNL Information Request item IEs
	
	<1…FFS>
	
	

	  >> TNL Index 
	M
	
	FFS
	

	  >> DL TNL address 
	M
	
	9.2.3.29
	


9.2.2.x2
non-F1-termination topology BH information

This IE provides the BH information of the traffic served by non-F1-termination topology

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	DL TNL  Information Response list 
	
	
	
	

	>DL TNL Information Response item IEs
	
	
	
	

	  >> DL TNL Index 
	M
	
	FFS
	

	  >> Ingress BAP routing ID 
	M
	
	9.2.2.x3
	

	  >> Ingress BH RLC CH
	M
	
	9.2.2.x4
	

	  >> Prior-hop BAP address
	M
	
	9.2.2.x5
	

	  >> QoS mapping information 
	M
	
	9.2.2.x7
	

	UL TNL  Information Response list 
	
	
	
	

	>UL TNL Information Response item IEs
	
	
	
	

	  >> TNL Index 
	M
	
	
	

	  >> Egress BAP routing ID 
	M
	
	9.2.2.x3
	

	  >> Egress BH RLC CH
	M
	
	9.2.2.x4
	

	  >> Next-hop BAP address
	M
	
	9.2.2.x5
	


9.2.2.x3
BAP Routing ID

This IE indicates the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Address
	M
	
	9.2.2.x5
	

	Path ID
	M
	
	BAP Path ID

9.2.2.x6
	


9.2.2.x4
BH RLC Channel ID

This IE uniquely identifies a BH RLC channel in the link between IAB-MT of the IAB-node and IAB-DU of the parent IAB-node or IAB-donor-DU.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BH RLC CH ID
	M
	
	BIT STRING (SIZE(16))
	


9.2.2.x5
BAP Address

This IE indicates the BAP address of an IAB-node or of an IAB-donor-DU, and it is part of the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Address
	M
	
	BIT STRING (SIZE(10))
	Corresponds to the bap-Address-r16, defined in subclause 6.2.2 or subclause 6.3.2 of TS 38.331 [10], or the iab-donor-DU-BAP-address-r16 defined in subclause 6.2.2 of TS 38.331[10].


9.2.2.x6
BAP Path ID

This IE indicates the BAP path ID, which is part of the BAP Routing ID.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	BAP Path ID
	M
	
	BIT STRING (SIZE(10))
	Corresponds to the Bap-Pathid-r16 defined in subclause 6.3.2 of TS 38.331 [10].


9.2.2.x7
QoS mapping information
This IE indicates the DSCP and/or IPv6 Flow Label field(s) of IP packet which is sent through the GTP-U tunnel of a requested DRB. This IE is only used for IAB.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	DSCP
	O
	
	BIT STRING (SIZE(6))
	

	Flow Label 
	O
	
	BIT STRING (SIZE(20))
	


9.2.2.x9
IAB TNL Address Request
This IE indicates the request of IP address assignment.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	IAB IPv4 Addresses Requested
	O
	
	
	

	CHOICE IAB IPv6 Request Type
	O
	
	
	

	>IPv6 Address
	
	
	
	

	>>IAB IPv6 Addresses Requested
	M
	
	
	

	>IPv6 Prefix
	
	
	
	

	>>IAB IPv6 Address Prefixes Requested
	M
	
	
	

	IAB TNL Addresses To Remove List
	
	0..1
	
	

	>IAB TNL Addresses To Remove Item
	
	1..<maxnoofTLAsIAB>
	
	

	>>IAB TNL Address
	M
	
	
	


	Range bound
	Explanation

	maxnoofTLAsIAB
	Maximum no. of individual IPv4/IPv6 addresses or IPv6 address prefixes that can be allocated in one procedure execution. The value is 1024.


9.2.2.x10
IAB TNL Address Response

This IE indicates the assigned IP address.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	IAB Allocated TNL Address List
	
	1
	
	

	>IAB Allocated TNL Address Item
	
	1..<maxnoofTLAsIAB>
	
	

	>>IAB TNL Address
	M
	
	
	

	>>IAB TNL Address Usage
	O
	
	ENUMERATED (F1-C, F1-U, Non-F1, …)
	The usage of the allocated IPv4 or IPv6 address or IPv6 address prefix.


	Range bound
	Explanation

	maxnoofTLAsIAB
	Maximum no. of IPv6 addresses or IPv6 address prefixes and/or individual IPv4 addresses that can be allocated in one procedure execution. The value is 1024. 


9.2.2.x11
IAB Multiplexing information 
This IE indicates multiplexing information at the boundary node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Activated Cells List
	O
	0..1
	
	List of cells served by the collocated IAB-DU.

	>Activated Cells List Item
	
	1 .. <maxnoofServedCellsIAB >
	
	

	>>NR CGI 
	M
	
	9.2.2.7
	

	>>Multiplexing Info
	O
	
	9.2.2.x
	Contains information on multiplexing with cells configured for collocated IAB-MT.
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