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1 Introduction
In previous RAN3 meeting, the baseline procedure for partial migration was agreed. However, several open issues are left w.r.t. partial migration, e.g., IP address allocation, step order of the procedure. In this contribution, we will further address partial migration.
2 Discussions
2.1. IP address related
-  Issue 1: IP address assignment to boundary node and descendant node
This issue needs to be discussed in the following cases:

· Case 1: IP assignment during the migration procedure
For boundary node, the IP address can be provided to CU2 by CU1 via the RRC container. After receiving it, the CU2 can allocate the new IP address to replace the old one and include it in the RRC container, which is forwarded to the boundary node via CU1. The whole procedure can reuse the existing handover procedure, and no specification impact is identified. 

For descendant node, CU2 can send the IP address request to CU1, and then, CU2 provides the new IP addresses to the CU1. This may need enhancement to the Xn HO REQUEST message and HO REQUEST ACKNOWLEDGE message. 
· Case 2: IP assignment during the DC establishment procedure 

For both boundary node and descendant node, the CU1 should send the IP address request to the CU2, and then CU2 assigns new IP address and response to CU1.  
· Case 3: IP assignment after migration
For boundary node, it can send the IABOtherInformation message to CU2 directly, and CU2 can assign new IP address to it directly. 

For descendant node, the IABOtherInformation message is sent to CU1. Thus, the CU1 should send the IP address request to the CU2, and then CU2 assign new IP address and response to CU1.  
· Case 4: IP assignment after DC establishment 

After DC establishment, both the boundary node and descendant node can send the IABOtherInformation message to CU1. Then, the CU1 should send the IP address request to the CU2, and CU2 provides the new IP addresses to CU2. 

To summarize the above case, the IP address assignment may cause the following impact:
· HO preparation procedure:  CU1 sends IP address request, and then CU2 provides the new IP address. This is applied for the IP address assignment for descendant node during migration. 
· SN addition procedure: CU1 sends IP address request, and then CU2 provides the new IP address. This is applied for the IP address assignment for descendant node during DC establishment .

· New XnAP procedure: CU1 sends IP address request, and then CU2 provides the new IP address. This is applied for IP address assignment for boundary and descendant node after migration or DC establishment. 

Proposal 1-1: to support the IP address assignment, the following procedure should be enhanced to achieve IP address request from CU1 and new IP address notification from CU2:

· HO preparation procedure

· SN addition procedure 

· New XnAP procedure

-  Issue 2: awareness of boundary node’s IP address during migration
In last meeting, whether CU1 needs to know the new outer address of boundary node during the migration procedure or not was discussed. The main concern is on how does CU1 identify the SCTP-INIT packets are from the migrated boundary node. To resolve this issue, it is better to analyze it by considering tunnel mode and transport mode/non-IPSec case, separately:

· Tunnel mode

The received SCTP-INIT packet contains the inner address of boundary node. If MOBIKE is used, the inner address is not changed, the CU1 can identify that the SCTP-INIT packet is from the boundary node. However, if MOBIKE is not used, the CU1 cannot identify that the SCTP-INIT packet is from the boundary node. 
· Transport mode/non-IPSec case

The received SCTP-INIT packet contains the new address of boundary node. Since CU1 does not know the new address of boundary node, it cannot identify the source of packet. 
Observation 1: CU1 may not identify the SCTP-INIT packets from the boundary node. 

If the CU2 does not provide the new (outer) IP address of boundary node to CU1, how to perform the packet transmission depends on the configuration of IP layer to BH mapping at the CU2 side, which has the following options:

· Option 1: mapping based on (outer) IP address of boundary node 

In this option, when CU1 receives SCTP-INIT packet, it can simply use the source IP address (inner IP for tunnel mode) as the destination IP address for INIT-ACK packet. Then, the CU2’s donor DU can perform the mapping based on (outer) IP address. However, this option requires that the QoS information transfer has to be performed after receiving the first F1AP message since the mapping can be only based on IP address before receiving gNB-DU Configuration Update message. 
· Option 2: mapping based on DSCP/flow label 

In this option, the CU2 provides the DSCP/flow label to CU1. However, CU1 cannot differentiate which IP packet should use this DSCP/flow label. This option cannot work. 

· Option 3: mapping based on (outer) IP address + DSCP/flow label

In this option, the CU2 provides (outer) IP address and DSCP/flow label to CU1. For tunnel mode, when CU1 receives SCTP-INIT message, if the inner address of boundary node is updated due to new outer address (MOBIKE is not used), CU1 cannot know such SCTP-INIT packet is from boundary node. Meanwhile, since the CU2 provides outer IP address + DSCP/Flow label, the CU1 cannot determine the outer IP address based on inner address in SCTP-INIT packet. Thus, CU1 cannot add correct DSCP/flow label. In other words, such option cannot work. 

In this sense, option 1 is the only choice to support the INIT-ACK packet transmission before the first F1AP message. 

Observation 2: if CU2 does not provide the new (outer) IP address to the CU1 in HO REQ ACK message, the mapping at the CU2 side should be configured purely based on the new (outer) IP address. 

On the other hand, even if CU2 provides the new (outer) IP address to CU1 via HO REQ ACK message, the CU2 cannot know the correspondence between new outer IP address and new inner IP address (since new inner address is configured by the OAM to the boundary node). In other words, if SCTP-INIT packet is received, the CU1 cannot determine whether such packet is from boundary node or not. Thus, only the above option 1 can be applied. The awareness of new (outer) IP address at CU1 in HO REQ ACK message cannot provide clear benefit, and the inclusion of new (outer) IP address of boundary node is not needed in HO REQ ACK message. 
After establishment of SCTP association during migration procedure, the boundary IAB-DU will send the gNB-DU Configuration Update message to CU1. In this message, the new outer IP address and the corresponding inner address can be provided to CU1 for F1-U. However, such message cannot support the notification of new outer address and the corresponding inner address for F1-C. In our understanding, during the QoS Information transfer, the CU1 should provide the outer address to CU2 when offloading F1-C traffic to CU2’s topology. However, when CU1 receives the packet from boundary node, it can only observe the inner address of the boundary node.  Thus, CU1 needs to derive the outer address based on the inner address of the received packet. To achieve this, the CU1 should know the outer address and the corresponding inner address for F1-C traffic. Thus, the gNB-DU Configuration Update message should be enhanced by including the outer address and the corresponding inner address for F1-C traffic. 

Proposal 1-2: the HO REQ ACK message needn’t explicitly contain the new (outer) IP address of the boundary node

Proposal 1-3: to facilitate the mapping of IKE/SCTP related packets, the CU2 should configure the mapping from IP layer to BH purely based on new (outer) IP address for boundary node

Proposal 1-4: gNB-DU Configuration Update message is enhanced to provide the outer address and the corresponding inner address for F1-C traffic.  
2.2. Procedure related
· Issue 1: timing of QoS information transfer for boundary node 
As discussed above, before receiving gNB-DU Configuration Update message, the donor DU of CU2 has to perform the mapping based on IP address for the traffic from the CU1. However, if QoS information is sent to the CU2, CU2 will start the mapping configuration based on IP and DSCP/flow label. Thus, to ensure the first F1AP message transfer, the QoS information transfer should be triggered after receiving gNB-DU Configuration Update message. In addition, as agreed in last meeting, CU1 should provide the IP address to the CU2 for the offloaded traffic, where IP address should be the outer address in case of tunnel mode. Thus, the CU1 should perform the inner address update with the IAB-DU first, and then start the QoS information transfer. In other words, the QoS information transfer cannot be performed before Xn HO since before that the new (outer) address is unknown. In particular, the following steps should be followed:
· Step 1: IAB-DU of boundary node sends the gNB-DU Configuration Update message to CU1

· Step 2: CU1 updates the F1-U tunnel information and F1-C association information with the IAB-DU of boundary node

· Step 3: CU1 triggers the QoS Information transfer.  
Proposal 2-1: before QoS information transfer for boundary node, the following two steps should be performed in-sequence:
· IAB-DU of boundary node sends the gNB-DU Configuration Update message to CU1

· CU1 updates the F1-U tunnel information and F1-C association information with the IAB-DU of boundary node

· Issue 2: timing of QoS information transfer for descendant node

For descendant node, similar to boundary node, the CU1 should provide the new (outer) IP address to the CU2. To derive those new (outer) IP address, CU1 should receive gNB-DU Configuration Update message first and then perform the F1-U tunnel information and F1-C association information update with the IAB-DU of descendant node. 
Proposal 2-2: before QoS information transfer for descendant node, the following two steps should be performed in-sequence:

· IAB-DU of descendant node sends the gNB-DU Configuration Update message to CU1

· CU1 updates the F1-U tunnel information and F1-C association information with the IAB-DU of descendant node

· Issue 3: procedure for QoS information transfer

The QoS information transfer can be applicable for both boundary node and descendant node. Moreover, the content for the QoS information transfer does not have any difference for both types of node, Thus, a common QoS information transfer procedure can be applied. Moreover, once the F1-C connection is established between CU1 and boundary/descendant node, such common QoS information transfer procedure can be used to transfer the QoS information of the traffic served by boundary and descendant nodes in one message. 
Proposal 2-3: a common procedure can be defined to transfer QoS information of the traffic served by both boundary node and descendant nodes. 

· Issue 4: identification of boundary/descendant node in the common QoS information transfer procedure

In our understanding, the CU2 is not care about the IAB node to which the QoS information of the traffic belongs. The CU2 only needs to generate the BAP related configurations at its own topology. Thus, technically, we think there is no need to indicate the associated IAB node for the transferred QoS information. However, we can see some benefit if the associated IAB node is given. For example, CU2 can configure the routing in its topology well, e.g., assign the same routing path for the traffic belonging to the same node,  assign the same “fake” destination BAP address for the traffic towards the same node, configure the local rerouting if congestion occurs, etc. 

Proposal 2-4: the QoS information transfer procedure can indicate the associated IAB node of QoS information.  
· Issue 5: NUA or UA
Since we consider to use the common procedure to transfer QoS information, NUA message would be more suitable. In addition, the NUA procedure can ensure that the QoS information for the traffic belonging to different IAB node can be transferred in one message. 

Proposal 2-5: the QoS information transfer procedure is NUA procedure. 

· Issue 6: QoS information transfer via existing UA procedure 

As discussed above, the QoS information transfer should contain the new (outer) IP address. However, such new address cannot be derived before existing UA procedure, e.g., HO and SN addition. Thus, the existing UA procedure cannot be used for QoS information transfer. Moreover, using a dedicated procedure for QoS information is a more clean design, which is an IAB specific procedure. 
Proposal 2-6: the existing UA procedure, e.g., HO, SN addition, is not used for QoS information transfer. 
2.3. Revocation related
· Issue 1: revocation for inter-donor migration

As agreed, one possible use case for partial migration is load balancing. Therefore, if the load of CU1 topology is relieved, the boundary node can be handed over back to CU1. Since CU1 can know its load very well, it can trigger the revocation of boundary node.
Proposal 3-1: CU1 can trigger the revocation of the boundary node from CU2
After receiving the revocation request from CU1, the CU2 can start another handover procedure towards CU1. Moreover, when the CU2 encounter the overload, it can also trigger the revocation by itself. 

Proposal 3-2: the CU2 can trigger the handover procedure to perform the revocation of the boundary node in case of inter-donor migration

· Issue 2: revocation for inter-donor topology redundancy

If CU1 decides to end up the topology redundancy, it can use the QoS information transfer procedure to release all the traffic in the CU2 topology. Then, it can release the SN. However, in some cases, the revocation is due to the overload of the CU2. In this case, CU2 can trigger the revocation by sending an indication to CU1. 

Proposal 3-3: the CU2 can trigger the revocation of topology redundancy by sending an indication to CU1. 
3 Conclusions
In this contribution, we discuss the baseline procedure for inter-CU IAB node migration, and propose:
· IP address related 

Proposal 1-1: to support the IP address assignment, the following procedure should be enhanced to achieve IP address request from CU1 and new IP address notification from CU2:

· HO preparation procedure

· SN addition procedure 

· New XnAP procedure

Proposal 1-2: the HO REQ ACK message needn’t explicitly contain the new (outer) IP address of the boundary node

Proposal 1-3: to facilitate the mapping of IKE/SCTP related packets, the CU2 should configure the mapping from IP layer to BH purely based on new (outer) IP address for boundary node

Proposal 1-4: gNB-DU Configuration Update message is enhanced to provide the outer address and the corresponding inner address for F1-C traffic.
· Procedure related 

Proposal 2-1: before QoS information transfer for boundary node, the following two steps should be performed in-sequence:

· IAB-DU of boundary node sends the gNB-DU Configuration Update message to CU1
· CU1 updates the F1-U tunnel information and F1-C association information with the IAB-DU of boundary node
Proposal 2-2: before QoS information transfer for descendant node, the following two steps should be performed in-sequence:

· IAB-DU of descendant node sends the gNB-DU Configuration Update message to CU1

· CU1 updates the F1-U tunnel information and F1-C association information with the IAB-DU of descendant node

Proposal 2-3: a common procedure can be defined to transfer QoS information of the traffic served by both boundary node and descendant nodes. 
Proposal 2-4: the QoS information transfer procedure can indicate the associated IAB node of QoS information.  
Proposal 2-5: the QoS information transfer procedure is NUA procedure. 

Proposal 2-6: the existing UA procedure, e.g., HO, SN addition, is not used for QoS information transfer. 
· Revocation related

Proposal 3-1: CU1 can trigger the revocation of the boundary node from CU2

Proposal 3-2: the CU2 can trigger the handover procedure to perform the revocation of the boundary node in case of inter-donor migration

Proposal 3-3: the CU2 can trigger the revocation of topology redundancy by sending an indication to CU1. 
In addition, the stage-2 TP for partial migration is given as below. 
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TP for TS38.401 on Rel-17 IAB
8.xx
IAB Inter-gNB-CU Topology Adaptation

8.xx.1  IAB inter-CU topology adaptation procedure 

During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 

Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.
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Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 

1. The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. This message may be used to request the IP address for the descendant nodes of migrating IAB-node
2. The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 

3. The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 

4. The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. The new assigned (outer) IP addresses for the descendant nodes may be included.  
5. The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. The RRCReconfiguration message contains the new assigned (outer) IP addresses to the migrating IAB-node. 
6. The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.

7. The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 

8. A random access procedure is performed at the target parent node IAB-DU.

9. The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 

10. The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 
11. The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.
12. The target IAB-donor-CU configures the mapping from the IP layer to the backhaul with the target IAB-donor-DU to support the transmission of IKE/SCTP related packets between the source IAB-donor-DU and the Migrating IAB-node via the Target IAB-donor-DU. Such mapping is configured purely based on the new (outer) IP address of the migrating IAB-node. This step may be performed after step 1. 
13. The IAB-DU of the Migrating IAB-node establishes the SCTP association via the new assigned IP address with the Source IAB-donor-CU. After that, in case of IPSec tunnel mode, the IAB-DU of the Migrating IAB-node sends the GNB-DU CONFIGURATION UPDATE message by including the new assigned outer IP address and the corresponding inner address for F1-C and F1-U, and the Source IAB-donor-CU sends the GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE message to the Migrating IAB-node.  
14. The Source IAB-donor-CU switches the F1-C and F1-U to the target path, which is used to update the IP address at the Migrating IAB-node for F1-C and F1-U traffic. 
15. The Source IAB-donor-CU sends the INTER-DONOR TRANSPORT CONFIGURATION message to the Target IAB-donor-CU in order to transfer the QoS information of the traffic served by the Migrating IAB-node. 
16. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. 



17. 


18. The Target IAB-donor-CU responses with INTER-DONOR TRANSPORT CONFIGURATION ACKNOWLEDGE message to provide bearer mapping and BAP routing information to the Source IAB-donor-CU. 
19. The Source IAB-donor-CU performs the configurations of bearer mapping, routing, and header rewriting to the Migrating IAB-node via the target path. 
20. The Source IAB-donor-CU configures the new bearer mapping and routing for the Migrating IAB-node 
21. The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU.

22. The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 

_1702997371.txt
!@@@Chart-generator later than 5.0����ÿ��#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart

hscale=0.78;
defstyle z2 [text.font.face="Arial", text.size.normal=12,arrow.size=tiny,arrow.endtype=solid, vspacing=3];
defstyle z1 [text.font.face="Arial", text.size.normal=12,text.color="green-25%",arrow.color="green-25%",arrow.size=tiny,arrow.endtype=solid, vspacing=1, line.type=dashed, line.color="green-25%",line.width=1];
defstyle z3 [text.font.face="Arial", text.size.normal=12,text.bold=yes];
u:UE[z3];
mi:Migrating\nIAB-node[z3];
gsp:Source Path[z3]{
sp:Source Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe source path[z3];
sd:Source IAB-\ndonor-DU[z3];
};
sid:Source IAB-\ndonor-CU[z3];

gtp:Target Path[z3]{
tp:Target Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe target path[z3];
td:Target IAB-\ndonor-DU[z3];
};
idc:Target IAB-\ndonor-CU[z3];
ngc:NGC[z3];


u<-mi<-sp<-si<-sd<-sid<-ngc: Downlink user data[z1];
u->mi->sp->si->sd->sid->ngc: Uplink user data[z1];
mark P1start;
sid->idc:1. HANDOVER REQUEST[z2];
idc->tp: 2. UE CONTEXT SETUP REQUEST[z2];
idc<-tp: 3. UE CONTEXT SETUP RESPONSE[z2];
idc->sid:4. HANDOVER REQUEST ACKNOWLEDGE\n(RRCReconfiguration)[z2];
sid->sp:5. UE CONTEXT MODIFICATION REQUEST\n(RRCReconfiguration)[z2];
sp->mi:6. RRCReconfiguration[z2];
sp->sid:7. UE CONTEXT MODIFICATION RESPONSE[z2];
mi<->tp:8. Random Access Procedure[z2];
mi->tp:9. RRCReconfigurationComplete[z2];
tp->idc:10. UL RRC MESSAGE TRANSFER \n(RRCReconfigurationComplete)[z2];
idc<->ngc:11. Path Switch Procedure[z2,line.type=dashed];
mark P1end;
td--idc:12. Configuration for mapping\nfrom the IP layer to the \nbackhaul for the transmission \nof IKE/SCTP related packets[text.font.face="Arial",text.size.normal=12];
mi--td:13. SCTP Association establishment via new IP address[text.font.face="Arial",text.size.normal=12];
mi--td:14. Redirect F1-C and F1-U of the migrating IAB-node-DU to target path[text.font.face="Arial",text.size.normal=12];
sid->idc:15: INTER-DONOR TRANSPORT CONFIGURATION[z2];
mi--idc:16. Configuration of BH RLC channel, BAP route and mapping rules along target path \nbetween migrating IAB-node and target IAB-donor-DU via target parent IAB-node[text.font.face="Arial",text.size.normal=12];
idc->sid:17. INTER-DONOR TRANSPORT CONFIGURATION ACKNOWLEDGE[z2];
mi--td:18. Configuration of bearer mapping, routing and header rewriting[text.font.face="Arial",text.size.normal=12];
idc->sid:19. UE CONTEXT RELEASE[z2];
sp--sid:20. Release of BAP route along source path between migrating \nIAB-node and source IAB-donor-DU via source parent IAB-node[text.font.face="Arial",text.size.normal=12];
ngc->sid:[z1];
mark P2end;
join sid->td:[z1];
join u<-mi<-tp<-ti<-td: Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sid:[z1];
join sid->ngc:[z1];

vertical brace  P1start->P1end:Phase 1:IAB-MT migration [z2];
vertical brace  P1end->P2end:Phase 2:F1 transport migration [z2];
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14. Redirect F1-C and F1-U of the migrating IAB-node-DU to target path
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0 1
\�(2,46,3,0)\�(2,46,4,0)
16. Configuration of BH RLC channel, BAP route and mapping rules along target path \nbetween migrating IAB-node and target IAB-donor-DU via target parent IAB-node
mi
idc
0
0 1
\�(2,48,3,0)\�(2,48,4,0)
18. Configuration of bearer mapping, routing and header rewriting
mi
td
0
0 1
\�(2,50,3,0)\�(2,50,4,0)
20. Release of BAP route along source path between migrating \nIAB-node and source IAB-donor-DU via source parent IAB-node
sp
sid
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_1702982430.txt
!@@@Chart-generator later than 5.0����ÿ�	#This is the default signalling chart.
#Edit and press F2 to see the result.
#You can change the default chart

hscale=0.78;
defstyle z2 [text.font.face="Arial", text.size.normal=12,arrow.size=tiny,arrow.endtype=solid, vspacing=3];
defstyle z1 [text.font.face="Arial", text.size.normal=12,text.color="green-25%",arrow.color="green-25%",arrow.size=tiny,arrow.endtype=solid, vspacing=1, line.type=dashed, line.color="green-25%",line.width=1];
defstyle z3 [text.font.face="Arial", text.size.normal=12,text.bold=yes];
u:UE[z3];
mi:Migrating\nIAB-node[z3];
gsp:Source Path[z3]{
sp:Source Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe source path[z3];
sd:Source IAB-\ndonor-DU[z3];
};
sid:Source IAB-\ndonor-CU[z3];

gtp:Target Path[z3]{
tp:Target Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe target path[z3];
td:Target IAB-\ndonor-DU[z3];
};
idc:Target IAB-\ndonor-CU[z3];
ngc:NGC[z3];


u<-mi<-sp<-si<-sd<-sid<-ngc: Downlink user data[z1];
u->mi->sp->si->sd->sid->ngc: Uplink user data[z1];
mark P1start;
sid->idc:1. HANDOVER REQUEST[z2];
idc->tp: 2. UE CONTEXT SETUP REQUEST[z2];
idc<-tp: 3. UE CONTEXT SETUP RESPONSE[z2];
idc->sid:4. HANDOVER REQUEST ACKNOWLEDGE\n(RRCReconfiguration)[z2];
sid->sp:5. UE CONTEXT MODIFICATION REQUEST\n(RRCReconfiguration)[z2];
sp->mi:6. RRCReconfiguration[z2];
sp->sid:7. UE CONTEXT MODIFICATION RESPONSE[z2];
mi<->tp:8. Random Access Procedure[z2];
mi->tp:9. RRCReconfigurationComplete[z2];
tp->idc:10. UL RRC MESSAGE TRANSFER \n(RRCReconfigurationComplete)[z2];
idc<->ngc:11. Path Switch Procedure[z2,line.type=dashed];
mark P1end;
mi--idc:12. Configuration of BH RLC channel, BAP route and mapping rules along target path \nbetween migrating IAB-node and target IAB-donor-DU via target parent IAB-node[text.font.face="Arial",text.size.normal=12];
mi--td:13. Redirection of migrating IAB-node-DU's F1-C and F1-U to target path[text.font.face="Arial",text.size.normal=12];
idc->sid:14.UE CONTEXT RELEASE[z2];
sp--sid:15. Release of BAP route along source path between migrating \nIAB-node and source IAB-donor-DU via source parent IAB-node[text.font.face="Arial",text.size.normal=12];
ngc->sid:[z1];
mark P2end;
join sid->td:[z1];
join u<-mi<-tp<-ti<-td: Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sid:[z1];
join sid->ngc:[z1];

vertical brace  P1start->P1end:Phase 1:IAB-MT migration [z2];
vertical brace  P1end->P2end:Phase 2:F1 transport migration [z2];
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