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1	Introduction
In RAN3#114e, the details of solutions and standard impacts for AI/ML based load balancing are discussed, and the agreements are captured in the TP [1]. 
In this paper, we would further discuss the FFS issues including other possible locations of the AI/ML Model Inference and the procedure for a (gNB-CU) requests load predictions from a neighbouring node. 
2	Discussion
[bookmark: _Hlk78294334]Last RAN3 meeting agreed that: 
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU.
- AI/ML Model Training and Model Inference are both located in the gNB-CU.
In case of split architectures, since CU has an overall view for the resource status of the related DUs via the existing F1/E1 interface, and CU has more computation resource, it is common understanding that it is suitable for the gNB-CU rather than the gNB-DU to perform AI/ML Model training, but which one performing AI/ML Model Inference needs further discussion.
As the figure 1 shows, if it is the gNB-DU performs AI/ML Model Inference, the gNB-CU needs to send the AI/ML Model to the gNB-DU after model training is complete. After the gNB-DU gets the AI/ML Model, it can use its current/historical resource information for load prediction. Since gNB-CU requests load prediction from gNB-DU to exchange between the serving and neighbor gNB-CUs for load balancing decision, the gNB-DU would send the load prediction to gNB-CU based on the request. When the size of AI/ML Model is huge or AI/ML Model re-training is frequent, the impacts on F1 interface need further consideration, e.g. how to transfer AI/ML Model between the gNB-CU and gNB-DU.



Figure 1 AI/ML Model Inference at gNB-DU
[bookmark: _Hlk85551596]Observation 1: When gNB-DU performs AI/ML Model Inference for load prediction, the impact on F1 interface needs further consideration, e.g. transfer AI/ML Model between the gNB-CU and gNB-DU.
As the figure 2 shows, for the agreed case that  gNB-CU predicts load information, the gNB-CU can obtain input for prediction, e.g. current/historical resource information, from the gNB-DU via RESOURCE STATUS REQUEST/ RESOURCE STATUS RESPONSE/ RESOURCE STATUS UPDATE procedure. After the gNB-CU gets the inference input, it can use the AI/ML Model to predict resource status information.


Figure 2 AI/ML Model Inference at gNB-CU
Observation 2: The gNB-CU can obtain inputs for load prediction, e.g. current/historical resource status information, from the gNB-DU via RESOURCE STATUS REQUEST/ RESOURCE STATUS RESPONSE/ RESOURCE STATUS UPDATE procedure.
Based on above analysis, RAN3 can support AI/ML Model Inference for load prediction at gNB-DU, and the details e.g. how to transfer AI/ML Model via the F1 interface can be further discussed during normative work in R18.
Proposal 1: Support AI/ML Model Inference for load prediction at gNB-DU, and the details e.g. how to transfer AI/ML Model via the F1 interface can be further discussed during normative work in R18.
Currently, the resource status exchange can be supported between two RAN nodes, i.e. current/historical resource status  information is achieved via RESOURCE STATUS REQUEST/ RESOURCE STATUS RESPONSE/ RESOURCE STATUS UPDATE procedure. For load balancing decisions at a gNB or gNB-CU, a gNB/ gNB-CU can request load predictions from a neighbouring gNB/ gNB-CU, as Figure 3 shows, current procedure for resource status exchange can be as baseline for exchanging predicted load information. 


Figure 3: exchange for traffic load prediction
Step 1: RAN node 1 requests RAN node 2 to provide the predicted load/resource status information, e.g. via the RESOURCE STATUS REQUEST message. Besides inputs for load/resource prediction, the demanded accuracy for load/resource status information prediction may be transferred to RAN node 2, i.e. only when accuracy of the predicted load/resource status information meets the demanded value, RAN node 2 can feedback the predicted load/resource status information to RAN node 1, in this way, RAN node 1 can make proper load balancing strategy based on the predicted load/resource status information from the neighbor node which meets the required accuracy condition. 
Step 2: RAN node 2 decides whether it can accept the request from RAN node 1, if so, it can respond RAN node 1 e.g. via the RESOURCE STATUS RESPONSE message. 
Step 3: According to the request from RAN node 1, RAN node 2 can use ML model to predict load/resource status information based on the input from the UE, the RAN node1 and itself as captured in [1]. 
Step 4: According to the request from RAN node 1 in Step 1, RAN node 2 provides the output of load/resource status prediction to the RAN node 1 e.g. via the RESOURCE STATUS UPDATE message. Besides the output as captured in [1], since the demanded accuracy for load/resource status prediction may be required from RAN node 1, the RAN node 2 can also transmit the accuracy of the predicted resource status information  which may be calculated based on the predicted and the actual resource status information to RAN node 1.
Similarly, RAN node 1 may predict its load/resource information according to the input from the UE, the neighbor nodes and itself. Based on the load/resource status prediction of itself and neighbor cells that achieved from neighbor node(s), when the predicted traffic is overloaded in RAN node 1, it can make load balancing decision e.g. select a proper neighbor cell for handover or cell reselection. 
[bookmark: _Hlk78556521]Proposal 2: A RAN node can request its neighbor RAN node to provide load/resource status prediction via RESOURCE STATUS REQUEST message, and the demanded prediction accuracy may be indicated to the neighbor RAN node. 
Proposal 3: The neighbor RAN node should respond whether the demanded prediction for traffic load/resource status can be provided via RESOURCE STATUS RESPONSE message. 
Proposal 4: The neighbor RAN node should provide the predicted load/resource status information that demanded by the peer RAN node as well as accuracy of the predicted load/resource information via RESOURCE STATUS UPDATE message. 
3	Conclusion
In this contribution, the details of AI/ML based load prediction are discussed. We have the following observations and proposals:
Observation 1: When gNB-DU performs AI/ML Model Inference for load prediction, the impact on F1 interface needs further consideration, e.g. transfer AI/ML Model between the gNB-CU and gNB-DU.
Observation 2: The gNB-CU can obtain inputs for load prediction, e.g. current/historical resource status information, from the gNB-DU via RESOURCE STATUS REQUEST/ RESOURCE STATUS RESPONSE/ RESOURCE STATUS UPDATE procedure.
Proposal 1: Support AI/ML Model Inference for load prediction at gNB-DU, and the details e.g. how to transfer AI/ML Model via the F1 interface can be further discussed during normative work in R18.
Proposal 2: A RAN node can request its neighbor RAN node to provide load/resource status prediction via RESOURCE STATUS REQUEST message, and the demanded prediction accuracy may be indicated to the neighbor RAN node. 
Proposal 3: The neighbor RAN node should respond whether the demanded prediction for traffic load/resource status can be provided via RESOURCE STATUS RESPONSE message. 
Proposal 4: The neighbor RAN node should provide the predicted load/resource status information that demanded by the peer RAN node as well as accuracy of the predicted load/resource information via RESOURCE STATUS UPDATE message.
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