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1. [bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
Topology redundancy is one of the objectives for R17 IAB, to enhance robustness and load-balancing. In R16, intra-donor topology redundancy has been adopted and inter-donor topology redundancy is further investigated in R17. Following agreements have been achieved from previous RAN3 114 e-meeting [1].
	· Agree to wait for RAN2's progress on BAP operation (e.g., header rewriting, routing, bearer mapping) 
· E2E QoS requirement are divided into two parts: provided by its own topology fragment, provided by the non-F1-terminating CU’s topology fragment, which is up to implementation of CU1.
· For DL descendent node traffic:
· CU1->CU2:
-	QoS info. 
-	A list of DL IP addresses 
-	FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)
· CU2->CU1
-	for each traffic: a list of {DSCP/IPv6 flow label, ingress BAP routing ID, ingress BH RLC CH ID} 
-	FFS: prior-hop BAP address 
· For UL descendent node traffic:
· CU1->CU2:
-	QoS info. 
[bookmark: OLE_LINK29]-	FFS: ingress BAP routing ID, ingress BH RLC CH
· CU2->CU1
-	for each traffic,: egress BAP routing ID, egress BH RLC CH ID
[bookmark: OLE_LINK30]-	FFS: next-hop BAP address for UL
FFS: additional info, stage-3 details for signaling design.
· [bookmark: OLE_LINK26]WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.
· The granularity of the informed QoS requirement info is "per GTP-U tunnel”or "per group of GTP-U tunnels"
· About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include:{ UE-associated F1AP, non-UE-associated F1AP, non-F1 }, FFS for other info.


In this contribution, some aspects for inter-donor topology redundancy will be further discussed, including bearer mapping and routing at the boundary IAB node.
2. Discussion
1: N mapping at the boundary IAB node
In RAN3 113 e-meeting, 1:1 mapping and N:1 mapping were already agreed for BAP routing ID mapping and BH RLC CH mapping at the boundary node, while 1: N mapping was remaining FFS. In addition, following agreements were achieved in last RAN2 115 e-meeting [2].
	As baseline, support the 1:1 and N:1 mapping from “previous routing ID” to “new routing ID” for BAP header rewriting at the boundary node, in inter-CU routing.
As baseline, support the 1:1 and N:1 mapping from “ingress BH link + ingress BH RLC ID” to “egress BH link + egress BH RLC ID” for bearer mapping at the boundary node, in inter-CU routing.


[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Based on the inputs from RAN2, 1:1 mapping and N:1 mapping are approved by both RAN2 and RAN3. While for 1: N mapping, additional overhead needs to be introduced to indicate the complicated mapping rule, e.g., add information of BAP routing ID to enable 1: N BH RLC CH mapping or add information of BH RLC CH to enable 1: N BAP routing ID mapping. However, we cannot see any strong motivation to support 1: N mapping when perform routing and bearer mapping at the boundary IAB node. Therefore, only to support 1:1 and N:1 BAP routing ID mapping and BH RLC CH mapping at the boundary node.
Proposal 1: Only to support 1:1 and N:1 BAP routing ID mapping and BH RLC CH mapping at the boundary node.
Information exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2)
In order to realize the 1:1 mapping and N:1 mapping and to avoid unnecessary 1: N mapping, L2 info (both egress BAP routing ID + egress BH RLC CH for DL and ingress BAP routing ID + ingress BH RLC CH for UL) should be informed from CU1 to CU2 for descendent node traffic.
Proposal 2: L2 info (both egress BAP routing ID + egress BH RLC CH for DL and ingress BAP routing ID + ingress BH RLC CH for UL) should be informed from CU1 to CU2 for descendent node traffic.
As for the prior-hop BAP address for DL and next-hop BAP address for UL from CU2 to CU1, they are the same BAP address of the target parent IAB node for partial migration or the second parent node for topology redundancy. To realize the bearer mapping at boundary IAB node, the BAP address needs to be informed from CU2 to CU1. However, it only needs to be informed once rather than informed for per granularity.
Proposal 3: The BAP address of parent node in CU2’s topology (prior-hop BAP address for DL and next-hop BAP address for UL) needs to be informed from CU2 to CU1, and it only needs to be informed once rather than informed for per granularity. 
For the detail parameters of QoS info exchanged between CU1 and CU2, legacy QoS Flow Level QoS Parameters defined in section 9.2.3.5 of TS 38.423 [3] can be reused.
Proposal 4: Reuse the QoS Flow Level QoS Parameters defined in XnAP for QoS info exchanged between CU1 and CU2.
And for the non-UP traffic, except for the non-UP traffic type which has been agreed to be included, other parameters for UP traffic as below are also needed to be exchanged between CU1 and CU2.
CU1 -> CU2:
· Non-UP traffic type
· DL IP addresses for DL
· egress BAP routing ID + egress BH RLC CH for DL descendent node and ingress BAP routing ID + ingress BH RLC CH for UL descendent node
CU2 -> CU1:
· IPv6 FL/DSCP value for DL
· ingress BAP routing ID + ingress BH RLC CH ID for DL descendent node and egress BAP routing ID + egress BH RLC CH ID for UL descendent node
Proposal 5: For non-UP traffic, following parameters need to be exchanged between CU1 and CU2.
· CU1 -> CU2:
· non-UP traffic type
· DL IP addresses for DL
· egress BAP routing ID + egress BH RLC CH for DL descendent node and ingress BAP routing ID + ingress BH RLC CH for UL descendent node
· CU2 -> CU1:
· IPv6 FL/DSCP value for DL
· ingress BAP routing ID + ingress BH RLC CH ID for DL descendent node and egress BAP routing ID + egress BH RLC CH ID for UL descendent node

Rejection of the data offloading
For the data offloading request from CU1, there may be some offloading traffic with higher QoS requirement, and they may not be guaranteed by CU2, or CU2 may not have enough backhaul resource to accommodate all the offloading traffic from CU1. In this case, CU2 may reject some of the offloading traffic rather than to overall reject the whole offloading request form CU1.
Proposal 6: Partial rejection needs to be support for data offloading if CU2 is not able to guarantee the QoS requirement.
Conclusion
This contribution aims to analyze the IAB inter-donor topology redundancy, including bearer mapping and routing at the boundary IAB node. And following observations and proposals are concluded. 
Proposal 1: Only to support 1:1 and N:1 BAP routing ID mapping and BH RLC CH mapping at the boundary node.
Proposal 2: L2 info (both egress BAP routing ID + egress BH RLC CH for DL and ingress BAP routing ID + ingress BH RLC CH for UL) should be informed from CU1 to CU2 for descendent node traffic.
Proposal 3: The BAP address of parent node in CU2’s topology (prior-hop BAP address for DL and next-hop BAP address for UL) needs to be informed from CU2 to CU1, and it only needs to be informed once rather than informed for per granularity. 
Proposal 4: Reuse the QoS Flow Level QoS Parameters defined in XnAP for QoS info exchanged between CU1 and CU2.
Proposal 5: For non-UP traffic, following parameters need to be exchanged between CU1 and CU2.
· CU1 -> CU2:
· non-UP traffic type
· DL IP addresses for DL
· egress BAP routing ID + egress BH RLC CH for DL descendent node and ingress BAP routing ID + ingress BH RLC CH for UL descendent node
· CU2 -> CU1:
· IPv6 FL/DSCP value for DL
· ingress BAP routing ID + ingress BH RLC CH ID for DL descendent node and egress BAP routing ID + egress BH RLC CH ID for UL descendent node
Proposal 6: Partial rejection needs to be support for data offloading if CU2 is not able to guarantee the QoS requirement.
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