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Introduction

At the latest RAN3#114e meeting,  the following agreements have been reached in summary of offline discussion (R3-216198).
	Proposal in offline discussion:

Proposal: Add description that NG-RAN node can also continue model online training based on the received AI/ML model from OAM.
One point closely related to the above proposal is still FFS:

 Whether and how to define online training is FFS.


According to the discussion of the last meeting, RAN3 mainly focuses on the main use cases using AI algorithms, including mobility optimization, load balancing, and network energy saving. The functions and processes related to these use cases are discuessed and summarized. AI-based mobility optimization is an important use case discussed in this topic. To better discuss related AI process problems in the use cases of mobile optimization. In this contribution, we continue to discuss remaining problems about this use case and propose to capture standard impacts into the TR37.817 [1].

Discussion

Online learning and offline learning in machine learning
Machine learning is performed through different training methods: online learning and offline learning, which exist in the training of machine learning algorithms. Online learning and offline learning can be understood from two points[2][3]:

Point 1：

In online learning, the learning model’s weight values are updated directly (rather than a batch) after training one data point. In offline learning, the period of updating model’s weight values is the duration of duration of training of a batch data point. In this way, all data must be available in each training operation (batch). Offline corresponds to batch learning. These two methods have their advantages. Online learning is faster, but there is a high residual. Offline (batch) learning can reduce the residual.

Point 2：

In offline learning, all training data must be available during model training. Only after the training is finished can the model be used. In short, train first and then use the model. In online learning, on the contrary, online algorithms process data are in order. They generate a model and put it into practice without providing a complete training data set at the beginning. As more real-time data arrives, the model will be continuously updated during operation.
Anyway, offline learning is to train independent data and use the trained model in practical tasks. Put all the data into the model for calculation. Once there is a part that needs to be changed, it can only be retrained, which will take longer. All the data are stored on the server or terminal, which takes up a lot of space and requires high memory. Online learning, also known as incremental learning or adaptive learning, refers to receiving data in a certain order. Each time data is received, the model will predict it, update the current model, and then process the next data. They can be illustrated in Fig.1[4].
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	Fig.1 Illustration of machine training


Observation 1:    To ensure communication quality and less communication time extension, online learning is an appropriate machine learning method.
AI in RAN 
The application of machine learning in wireless mobile communication networks mainly adopts endogenous solidification mode and system plug-in mode. Both offline training and online training can be used. The data in the off-line training stage can be collected by the actual system or obtained by simulation modeling. Online training can directly use the real-time data obtained by the system for training, or basis on the model obtained by offline training, using the new data obtained in the operation of the system to adjust the parameters of the model. Online learning is a commonly used machine learning model training method in industry. It can adjust the model in real-time and quickly according to the online feedback data so that the model can reflect the online changes in time and improve the accuracy of online prediction. The process of online learning includes: presenting the prediction results of the model to users, then collecting users' feedback data, and then training the model to form a closed-loop system. As shown in Figure 2, online training will increase the computational complexity of the system, but the relationship between performance and complexity can be balanced by controlling its training cycle.
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Fig.2 Flow chart of online learning 
In particular, machine learning can be applied to multiple links of the communication system. The wireless communication system designed based on the interaction of reference signals and signaling naturally has the basis for applying machine learning. The reference signals received at the transmitter and receiver and various indicators reflecting the performance of the communication system can provide training data for the system in real -time, It can be used for online training of existing machine learning models. Machine learning can be applied to many aspects of communication systems, such as system operation and maintenance, wireless resource management, encoding and decoding, etc. the models and algorithms involved are also diverse. Therefore, a relatively broad concept of online learning needs to be given. Based on this view and the analysis in the previous section, the definition of online learning is proposed here.

Proposal 1:  Online training is a method of machine learning in which data becomes available in a sequential order and is used to update model for future data in next step, and it is a promising technique for learning method from continuous streams of data in many real-world applications[5].
Proposal 2:  RAN3 is kindly asked to adopt above definition of offline training into the TR 37.817.

The corresponding TP for TR37.817 is provided below.
3. Conclusion

It is proposed to approve the following proposals:

Observation 1:   To ensure communication quality and less communication time extension, online learning is an appropriate machine learning method.
Proposal 1: Online training is a method of machine learning in which data becomes available in a sequential order and is used to update model for future data in next step, and it is a promising technique for learning method from continuous streams of data in many real-world applications[5] .
Proposal 2:  RAN3 is kindly asked to adopt above definition of offline training into the TR 37.817.
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5. 
TP for TR 37.817

3
Definitions of terms, symbols and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Data collection: Data collected from the network nodes, management entity or UE, as a basis for ML model training, data analytics and inference.
ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information, based on a set of inputs 
ML Training: An online or offline process to train an ML model by learning features and patterns that best present data and get the trained ML model for inference.

Online machine learning is a method of machine learning in which data becomes available in a sequential order and is used to update model for future data at each step, and which is a promising technique for learning method from continuous streams of data in many real-world applications.

5.3.2
Solutions and standard impacts

Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
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