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Discussion and Decision
1. Introduction
In RAN3 #114e, Model Deployment/Update (FFS) and Model Performance Feedback (FFS) open issues were discussed. Compromise was found on Model Deployment/Update open issue. Model Performance Feedback open issue was left FFS.

This paper proposes resolution to Model Performance Feedback open issue.
2. Discussion
Current Functional Framework for RAN Intelligence is shown in Figure below.
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The focus of this study item in Release-17 are three highlighted interfaces:
· Training Data from Data Collection to Model Training

· Inference Data from Data Collection to Model Inference

· Output from Model Inference to Actor.

There may be impact on the NG-RAN interfaces that are used for the interface highlighted by dotted line:

· Feedback from Actor to Data Collection.
Two more interfaces are out of scope of this Release-17 study and are shown in the Functional Framework for RAN Intelligence for completeness of functionality:
· Model Deployment/Update from Model Training to Model Inference

· Model Performance/Feedback (FFS) from Model Inference to Model Training.

There are several FFS in the current version of the TR 37.817 and the following FFS at the end of RAN3 #114e meeting:
FFS on keep Model Performance Feedback arrow in the figure on functional framework. To be continued...
While both interfaces not highlighted in the Figure above (Model Deployment/Update, and Model Performance/Feedback) are not focus of this study, it is beneficial to keep them in the Functional Framework for RAN Intelligence to have full picture of how it is functioning.

Corresponding agreement regarding Model Deployment/Update was reached in RAN3 #114e meeting. It is proposed to reach similar agreement regarding Model Performance/Feedback during this meeting. 

From the perspective of Functional Architecture figure both are the same. They both are out of scope of this Release-17 study and are shown in the Functional Framework for RAN Intelligence for completeness of functionality.
Functionality of Model Performance/Feedback interface was extensively discussed during previous meetings. Model Inference can compare predicted output to actual values received from Data Collection to evaluate performance of the current ML model used in Model Inference. The current version of the TR 37.817 says “The Model Inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required.” In a similar way, Model Inference can prepare actual values received from Data Collection in order to compare them to the predicted output and generate model performance/feedback.

Proposal 1: Keep Model Performance/Feedback interface in the Functional Framework for RAN Intelligence Figure and remove all related FFSs.
Proposal 2: Introduce Note similar to the Model Deployment/Update Note:

· “Details of the Model Performance/Feedback process as well as the use case specific AI/ML model performance/feedback metrics are out of RAN3 Release-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.”
3. Conclusion
Proposal 1: Keep Model Performance/Feedback interface in the Functional Framework for RAN Intelligence Figure and remove all related FFSs.

Proposal 2: Introduce Note similar to the Model Deployment/Update Note:

· “Details of the Model Performance/Feedback process as well as the use case specific AI/ML model performance/feedback metrics are out of RAN3 Release-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.”
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