3GPP TSG-RAN3 #114bis-e	R3-220230
E-meeting, January 17 – 26, 2022
Online
[bookmark: _GoBack]Agenda Item:	13.2.1.1
Source:	CATT
Title:	Discussion on inter-CU migration for IAB
Document for:	Discussion
Introduction
RAN3 discussed IP address management, signalling procedures for inter-donor migration and etc. in the last meeting. In this contribution, we will focus on the essential technical issues for partial migration in R17 and provide some proposals.
[bookmark: _Ref178064866]Discussion
1. 
2. 
2.1. IP address management
Issue 1: CU2 replaces the old IP addresses
There are two options about IP address update at IAB node [1]. The first one is that CU2 sends new IP address to IAB node based on the old IP address contained in RRC container via XnAP message. The other option is that CU1 request the number of IP address it needs to update, and CU2 allocates that number of new IP address to IAB node. For option 2, IAB node should report which IP address is used and what the type of this IP address to donor CU1 and/or donor CU2. It leads to complex signalling procedure. Whereas option 1’s replacement procedure would be more targeted and clear.
Specifically, CU1 sends old IP address(es) including the type of IP address(es) to CU2 via XnAP message, then CU2 allocates new IP address(es) to replace the old IP address(es) one to one. IAB node received new IP address(es) via RRC reconfiguration.
Proposal 1: CU1 provides old IP address(es) including the type of IP addresses to CU2 via XnAP message. 
Issue 2: How to allow boundary node to report F1-C and other types of IP addresses
For IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signalling, and boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU.
It is FFS how to allow boundary node to report F1-C and other types of IP addresses 
In R16, F1AP is used to indicate the IP address of F1-U from DU to donor CU. F1-C and other types of IP addresses can be obtained via OAM. In the current TS 38.473 8.2.4.1,
If the GNB-DU CONFIGURATION UPDATE message includes Transport Layer Address Info IE, the gNB-CU shall, if supported, take into account for IPSec tunnel establishment.
If the GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE message includes Transport Layer Address Info IE, the gNB-DU shall, if supported, take into account for IPSec tunnel establishment.
The Transport Layer Address is inner IP address here. The description above allows gNB-DU sends inner IP address to CU1 through GNB-DU CONFIGURATION UPDATE message for IPSec tunnel establishment. If MOBIKE is used, gNB-DU indicates CU1 that the inner IP address is reused. If MOBIKE is not used, updating the inner address to CU1 to establish new SCTP association. 
For other type of IP address, it used for non F1 traffic such as OAM traffic. Both CU1 and CU2 do not need to know it because donor CU does not participate in the OAM procedure for IAB node. 
Proposal 2a: IP addresses of F1-C can be sent to CU1 via current F1AP signalling.
Proposal 2b: Donor CU does not need to know the other types of IP addresses for OAM traffic.
2.2. New Xn procedure
[bookmark: OLE_LINK1]Issue 3: New Xn procedure of boundary node and descendant node
We understand that the new Xn procedure occur before Xn handover will be good for load balance. However, if CU1 sends QoS information and IP address request before Xn handover procedure but Xn handover procedure failure, the QoS information transfer and IP address allocation is meaningless. Hence the new Xn procedure should occur after Xn handover request.
Proposal 3a: New Xn procedure occurs after Xn handover procedure.  
CU2 does not distinguish boundary node and descendant node. CU2 only need to assign IP address based on CU1 requirement and configures mapping based on QoS information from CU1. Consider the consistency between boundary node and descendant node, the descendant node does not have Xn handover procedure, so we prefer including the QoS information transfer and IP address allocation in the same new XnAP message. 
Proposal 3b: New Xn signalling from CU1 to CU2 includes QoS information and IP address request (including old IP address).
Proposal 3c: The same new Xn procedure can be used for both boundary node and descendant node.
Issue 4: New Xn procedure is UA or NUA
CU2 needs to know which IAB node it is configured for because it should establish the BH RLC channel toward that (boundary) node on target path. Companies may concern that this UA Xn procedure include QoS information related to other IAB node rather than for boundary node only. However, from CU2 perspective, it does not tell the QoS information belongs to which IAB node. Hence the “UE” here means the boundary node and all descendant nodes for CU1 whereas the “UE” here only means boundary node for CU2. 
Proposal 4: The new Xn procedure is UE-association.
Based on the discussion above, we have the following flow chart for inter-CU migration.


2.3. Revocation
Issue 5: Revocation for IAB-node migration and inter-donor redundancy
For partial migration, it is usually triggered due to bad signal quality on source parent link. After boundary MT connects to target CU, the RRC terminates on target CU. Therefore, target CU is more suitable to trigger HO procedure. The revocation procedure is same as normal HO procedure. 
For inter-donor redundancy, target CU can indicate the load information of target path (e.g., overload) to source CU via XnAP message. But whether revoke F1 traffic back to source path should be decided by source CU. If CU1 decides to revoke F1 to source path, it should send an XnAP message to CU2 to trigger boundary node MT reconfiguration.
Proposal 5a: For IAB migration, Xn HO procedure to revoke traffic from target path to source path is triggered by target CU. 
Proposal 5b: For inter-donor redundancy, target CU can indicate the load information of target path (e.g., overload) to source path via XnAP message. 
When F1 revokes to source path, the configuration on the target CU/path can be released. However, target CU does not participate in the revoking procedure. It has no idea about when the F1 revoking procedure will finish or which F1 is revoked to source path because. Hence source CU should send an XnAP message to target CU to trigger release or suspension procedure for the configuration on target path including bear mapping, IP to L2 mapping and BAP routing after revoking. Suspension can be used for temporary revocation procedure.
Proposal 5c: Source CU sends an XnAP message to inform target CU to release or suspend the configuration on target path after revoking procedure.
1. 
2. 
2.1. 
Conclusion
Proposal 1: CU1 provides old IP address(es) including the type of IP addresses to CU2 via XnAP message. 
Proposal 2a: IP addresses of F1-C can be sent to CU1 via current F1AP signalling.
Proposal 2b: Donor CU does not need to know the other types of IP addresses for OAM traffic.
Proposal 3a: New Xn procedure occurs after Xn handover procedure.  
Proposal 3b: New Xn signalling from CU1 to CU2 includes QoS information and IP address request (including old IP address).
Proposal 3c: The same new Xn procedure can be used for both boundary node and descendant node.
Proposal 4: The new Xn procedure is UE-association.
Proposal 5a: For IAB migration, Xn HO procedure to revoke traffic from target path to source path is triggered by target CU. 
Proposal 5b: For inter-donor redundancy, target CU can indicate the load information of target path (e.g., overload) to source path via XnAP message. 
Proposal 5c: Source CU sends an XnAP message to inform target CU to release or suspend the configuration on target path after revoking procedure.
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