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Introduction
This paper discusses various aspects of IAB inter-donor topology adaptation. As advised by the WI rapporteur, the AI 13.2.1.1 and the present paper deal with procedural aspects of inter-donor migration, while the corresponding stage-3 details are addressed in AI 13.2.3. A TP for IAB BL CR for TS 38.401 is presented in the Annex.
Procedures for inter-donor F1 transport migration
At the RAN3#114-e meeting, the following was agreed: 
A new Xn procedure is introduced to enable the inter topology migration of F1 transport. FFS if UA or NUA Xn procedure.
In relation to the above FFS, several issues arise, and we address them below.
Procedure name
Proposal 1: The new XnAP procedure is called IAB F1 Transport Migration, and it is applicable for partial migration, inter-donor redundancy and inter-donor RLF recovery.
Can the newly defined XnAP IAB F1 Transport Migration procedure be executed before the XnAP HO for the boundary MT?
If the HO of the boundary MT (BMT) fails, the F1 transport migration is in vain. Hence, the XnAP HANDOVER REQUEST for the BMT should always be sent before the request message of the new procedure. In fact, to reduce service interruption, the source CU could send the F1 transport migration request message immediately after the HANDOVER REQUEST, and the target CU could provide the responses in the order of arrival of the corresponding requests. It should be noted that sending the request messages in this order simplifies partial migration, given that the target donor clearly understands to which new ancestor the BN is bound to connect, and which BN the F1 transport migration request refers to.
Proposal 2: For partial migration, the source donor sends the XnAP HANDOVER REQUEST for the boundary MT before sending the request for F1 Transport Migration to the target donor.
F1 transport migration in topological redundancy
For inter-donor topology redundancy, the F1-terminating donor executes the new XnAP procedure for F1 Transport Migration to the target donor towards the non-F1-terminating donor.
Proposal 3: For inter-donor topology redundancy, the F1-terminating donor executes the new XnAP procedure for F1 Transport Migration to the target donor towards the non-F1-terminating donor.
How is the BN referenced in the F1 transport migration request?
If the source donor sends the XnAP HANDOVER REQUEST for the BMT before sending the request for F1 transport migration to the target donor, the target donor is already in possession of the UE XnAP ID of the BMT, which can be used to reference the BMT in the subsequent F1 transport migration request.
Proposal 4: The boundary MT’s UE XnAP ID is used to reference the boundary MT in the new XnAP IAB F1 Transport Migration procedure.
Retaining the boundary MT’s UE XnAP ID at the source CU
This issue is related to the following FFS from the RAN3#114-e meeting:
It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 
The sending of UE CONTEXT RELEASE message is captured in the IAB BL CR for TS 38.401. Nevertheless, we think that the sending of UE CONTEXT RELEASE message should be avoided, or at least the source CU should be able to retain the UE XnAP ID of the BMT for at least the following reasons:
· The specification should allow for modifications of the migrated F1 transport, i.e., the addition/removal of BH resources towards the BN, which may occur at any time after the F1 transport migration has been executed. One reason is to enable the descendants of the BN to serve newly arrived UEs. In addition, in the discussion on Topology Redundancy, it was concluded that the F1 transport migration may require several executions of the procedure, due to message size limitations.
· Backhaul modifications are to be triggered by the CU1 (since the new UEs will connect to IAB-DUs anchored at CU1), and CU1 needs to include the UE XnAP ID of the BMT in the modification request.
· As discussed in Section 3, the source CU should also be able to revoke the partial migration, e.g., when its traffic load allows it to serve the BN and its descendants again. Hence, CU1 should retain the UE XnAP ID of the BMT. 
Note that, in any case, the clause 8.2.7.2 of TS 38.423 mentions the release of CP/UP resources related to the UE context, rather than the release of the context itself. 
Proposal 5: RAN3 to either consider removing the step for UE Context Release from the IAB BL CR for TS 38.401 (step 14 of IAB inter-CU topology adaptation procedure), or to confirm that the F1-terminating CU retains the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU.
Should the new procedure be UA or NUA?
This procedure should be NUA. After the HO of the BMT, it is the target donor that serves the BMT and only the target can initiate UA procedures pertaining to the BMT. 
Proposal 6: The new XnAP IAB F1 Transport Migration procedure for F1 transport migration is NUA.
Should the same new XnAP procedure for the migration of F1 transport be used  for both the boundary and the descendant nodes?
Given that the BH RLC channels terminated at the BN carry both the BN’s and descendants’ traffic, the new XnAP procedure should account for F1 transport migration for both types of traffic. Consequently, there is no need to explicitly indicate whether an IE pertains to boundary or descendant node traffic.
Proposal 7: The new XnAP IAB F1 Transport Migration procedure pertains to both boundary node’s descendant nodes’ traffic.
Should the new XnAP procedure be used for both single- and dual-connected boundary nodes?
We think that the cleanest approach is that the new XnAP procedure should apply to both single- and dual-connected boundary nodes, rather than enhancing the existing XnAP messages for dual connectivity. 
Proposal 8: The new XnAP IAB F1 Transport Migration procedure supports QoE info exchange (i.e., F1 transport migration) for: single- and dual-connected boundary nodes, and their descendants. 
Revoking of inter-donor topology adaptation
At the RAN3#114-e meeting, the following agreement and TBC were reached:
For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.
It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 
The main open issue is: should both donors be able to revoke inter-donor topology adaptation?
Inter-donor topology adaptation, including both partial migration and traffic offloading by using inter-donor topology redundancy, may be triggered for various reasons:
· Traffic load under source CU (“load balancing”).
· Link deterioration between the BN and the old parent (“robustness”).
· Link failure between the BN and the old parent (“RLF recovery”).
RAN3 has already agreed that CU2 (target CU) can trigger the revoking, for example, when the measurements at the BMT indicate that the link quality towards the old parent under CU1 is good enough, or when the traffic load in CU2 network starts to build up. 
In our view, for single-connected boundary nodes, CU1 should also be able to trigger the revoking. With respect to the load balancing use case, after the traffic load under CU1 has become acceptable, CU1 should be able to notify CU2 that it is now able to serve the traffic of the boundary node and its descendants. 
For dual-connected boundary nodes, both CUs should be able to revoke the migration, for similar reasons that apply for the single-connected boundary nodes:
· The F1-terminating CU (CU1) serving a dual-connected BN can trigger the revoking of traffic migration when the traffic situation in its network improves.
· The non-F1-terminating CU (CU2) serving a dual-connected BN can trigger the revoking of traffic migration due to traffic load build-up in its network.
Moreover, for a dual-connected boundary node, partial revoking of offloaded traffic is possible, where only a part of the migrated F1 transport is returned to the original path.
Proposal 9: 
For a single-connected boundary node:
· CU2 executes revoking by initiating the XnAP Handover Preparation for the BMT towards CU1.
· CU1 can request revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the XnAP Handover Preparation for the BMT towards CU1.
· After receiving an affirmative HANDOVER REQUEST ACKNOWLEDGE, CU2 may release the resources used for traffic offloading.
For a dual-connected boundary node:
· CU1 requests revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· CU2 executes revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· After receiving the XnAP IAB F1 Transport Migration response, CU2 may release the resources used for traffic offloading.
The revoking request is sent from the F1-terminating CU, for which there are two alternatives: it could either be sent in a dedicated XnAP class-2 procedure or it can reuse the new XnAP IAB F1 Transport Migration procedure, which implies that the non-F1-terminating CU sends back a response message before executing the revoking. We somewhat prefer the first alternative.
Proposal 10: Define a class-2 XnAP procedure by which the F1-terminating CU requests the non-F1-terminating CU to initiate the revoking of partial migration or F1 transport migration for a dual-connected boundary node. 
Based on the above, we provide a TP for IAB BL CR for TS 38.401 in the Annex.
Proposal 11: Agree the TP for IAB BL CR for TS 38.401, presented in the Annex.
Inter-donor RLF recovery
The following was agreed at the RAN3#114-e meeting:
RLF recovery uses the existing Xn procedure for fetching the context of the boundary IAB-MT, and the new Xn procedure for enabling the inter topology migration of F1 transport.
For IP address allocation during RLF recovery, same mechanisms to be used as for partial migration.
Regarding inter-donor RLF recovery, it remains to be clarified that, after the target donor initiates the XnAP Retrieve UE Context procedure towards the source donor, the source donor initiates the new XnAP IAB F1 Transport Migration procedure towards the target donor. 
Proposal 12: For inter-donor RLF recovery, after the target donor initiates the XnAP Retrieve UE Context procedure towards the source donor, the source donor initiates the new XnAP IAB F1 Transport Migration procedure towards the target donor.
Indication of non-F1-U IP addresses to CU1
The following was agreed/captured at the RAN3#114-e meeting:
For IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signalling, and boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU.
It is FFS how to allow boundary node to report F1-C and other types of IP addresses 
Our understanding is as follows:
· Inner IP addresses for F1-C traffic are indicated to CU1 “for free”, i.e., they are included in the SCTP and F1AP signalling exchanges between the boundary IAB-DU and CU1.
· CU1 need not know the outer IP addresses for F1-C traffic, since the outer IPsec header is stripped off by the SeGW.
· CU1 need not know the outer IP addresses for non-F1 traffic, since, during partial migration, this traffic does not traverse the IAB-donor-DU1.
Proposal 13: No enhancements are needed to notify the source CU about the new IP addresses of the boundary node.
Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses various aspects of inter-donor topology adaptation. The following is proposed:
Proposal 1: The new XnAP procedure is called IAB F1 Transport Migration, and it is applicable for partial migration, inter-donor redundancy and inter-donor RLF recovery.
Proposal 2: For partial migration, the source donor sends the XnAP HANDOVER REQUEST for the boundary MT before sending the request for F1 Transport Migration to the target donor.
Proposal 3: For inter-donor topology redundancy, the F1-terminating donor executes the new XnAP procedure for F1 Transport Migration to the target donor towards the non-F1-terminating donor.
Proposal 4: The boundary MT’s UE XnAP ID is used to reference the boundary MT in the new XnAP IAB F1 Transport Migration procedure.
Proposal 5: RAN3 to either consider removing the step for UE Context Release from the IAB BL CR for TS 38.401 (step 14 of IAB inter-CU topology adaptation procedure), or to confirm that the F1-terminating CU retains the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU.
Proposal 6: The new XnAP IAB F1 Transport Migration procedure for F1 transport migration is NUA.
Proposal 7: The new XnAP IAB F1 Transport Migration procedure pertains to both boundary node’s descendant nodes’ traffic.
Proposal 8: The new XnAP IAB F1 Transport Migration procedure supports QoE info exchange (i.e., F1 transport migration) for: single- and dual-connected boundary nodes, and their descendants. 
Proposal 9: 
For a single-connected boundary node:
· CU2 executes revoking by initiating the XnAP Handover Preparation for the BMT towards CU1.
· CU1 can request revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the XnAP Handover Preparation for the BMT towards CU1.
· After receiving an affirmative HANDOVER REQUEST ACKNOWLEDGE, CU2 may release the resources used for traffic offloading.
For a dual-connected boundary node:
· CU1 requests revoking by sending a “revoking request” to CU2, after which CU2 executes the revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· CU2 executes revoking by initiating the new XnAP IAB F1 Transport Migration procedure towards CU1 for full or partial revoking of traffic offloading.
· After receiving the XnAP IAB F1 Transport Migration response, CU2 may release the resources used for traffic offloading.
Proposal 10: Define a class-2 XnAP procedure by which the F1-terminating CU requests the non-F1-terminating CU to initiate the revoking of partial migration or F1 transport migration for a dual-connected boundary node. 
Proposal 11: Agree the TP for IAB BL CR for TS 38.401, presented in the Annex.
Proposal 12: For inter-donor RLF recovery, after the target donor initiates the XnAP Retrieve UE Context procedure towards the source donor, the source donor initiates the new XnAP IAB F1 Transport Migration procedure towards the target donor.
Proposal 13: No enhancements are needed to notify the source CU about the new IP addresses of the boundary node.
Annex: TP for IAB BL CR for TS 38.401
-------------------------------------------Change 1-------------------------------------------

8.xx	IAB Inter-gNB-CU Topology Adaptation
8.xx.1 IAB inter-CU topology adaptation procedure 
During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 
Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.


Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 
1. The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. 
2. The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 
3. The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 
4. The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. 
5. The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. 
6. The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.
7. The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 
8. A random access procedure is performed at the target parent node IAB-DU.
9. The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 
10. The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 
11. The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.
12. The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. 
Editor’s Note: Whether the step 12 can be performed at earlier stage is FFS.
Editor’s Note: Before step 12, the signalling exchange between the source IAB-donor-CU and the target IAB-donor-CU is needed to help the target IAB-donor-CU configure the BAP routing and BH RLC CH mapping at the target path, and help the target IAB-donor-CU perform the configuration for traffic transmission via the target path. FFS on details. 
13. The F1-C and F1-U are switched to the target path, details are FFS. 
Editors’ Note: Whether the step 13 should align to the corresponding Rel-16 text?
Editors’ Note: The routing in the target path is FFS.
14. The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU.
15. The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 
16. Inter-CU topology adaptation is revoked, where the migrating IAB-MT is handed over from the target IAB-donor-CU back to the source IAB-donor-CU and the F1-C and F1-U of the boundary IAB-DU and the descendant IAB-DUs are switched back to the source path. Both the source and the target IAB-donor-CU can trigger the revoking. Target IAB-donor-CU triggers the revoking by executing the XnAP Handover Preparation procedure for the migrating IAB-MT towards the source IAB-donor-CU. Source IAB-donor-CU may request the revoking by sending a revoking request to the target IAB-donor-CU, after which target IAB-donor-CU executes the revoking.
17. The target IAB-donor-CU releases the BH RLC channels and BAP-sublayer routing entries on the target path between target parent IAB-node and target IAB-donor-DU. 
NOTE: The terms “source IAB-donor-CU” and “target IAB-donor-CU” refer to the IAB-donor-CU that served the migrating IAB-MT and its descendants prior to and after inter-donor topology adaptation, respectively (steps 1-15).
-------------------------------------------End of changes-------------------------------------------
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