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Introduction
During RAN3#114-e meeting, inter-donor migration was discussed and some agreements were reached, e.g. on IP address assignment, revocation of partial migration. In this contribution, we discuss some remaining issues regarding inter-donor migration based on the agreements in last RAN3 meeting. And then we provide the TP to 38.401 on stage 2 procedure for inter-donor migration and topology redundancy.  
	RAN3 to discuss how CU1 sets IPv6 FL in DL packets of IKE/SCTP-INIT handshakes during migration if it doesn’t know with which IAB-DU it communicates at this stage.

RAN3 to discuss how to align the IPv6 FL in the outer IP header with the IPv6 FL in the inner IP header for IPsec tunnel mode with separate SeGW.

To be continued...
For IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signalling, and boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU.

It is FFS how to allow boundary node to report F1-C and other types of IP addresses 

To be continued...

The non-F1-terminating CU to use Rel-16 RRC procedures for replacement and release of IP addresses at the boundary node. 

The F1-terminating CU sends the information necessary for the non-F1-terminating CU to configure the DL mapping on its Donor-DU.

WA: F1AP is used for header-rewriting configuration on the boundary node.

A new Xn procedure is introduced to enable the inter topology migration of F1 transport. FFS if UA or NUA Xn procedure.

It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 

To be continued...

For IP address reconfiguration of descendent nodes, if needed:

An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.

The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.

The same Xn procedure is used for partial migration, inter-donor redundancy and RLF recovery.

As the baseline, the reconfiguration of the descendent node occurs after the establishment of the target path. FFS on further details. 

WA: The following information is exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2) for boundary node traffic:

CU1->CU2

QoS info per traffic type for non-UP traffic and per one or bundle of F1-U tunnels for UP traffic; content is FFS.

DL IP address info 

CU2->CU1

DL: IPv6 FL/DSCP value 

UL: UL boundary node configuration, e.g., UL BH mapping, for each QoS info; pending RAN2.
For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.

RLF recovery uses the existing Xn procedure for fetching the context of the boundary IAB-MT, and the new Xn procedure for enabling the inter topology migration of F1 transport.

For IP address allocation during RLF recovery, same mechanisms to be used as for partial migration.

Way forward: Discussions on IAB full migration are stopped for Rel17. The topic may be addressed in future releases.


Discussion 
Inter-donor partial migration 
IP address management

In RAN3#114-e meeting, it was agreed that for IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signalling. In addition, it was agreed in RAN3#111e meeting that information about IP address(es) requested for the IAB node are transmitted from source donor CU to target donor CU in RRC container. In our understanding, HandoverPreparationInformation message could be transferred from source CU to target CU via the RRC container. And IP address information allocated by source donor (i.e. old IP address information) could be included in the HandoverPreparationInformation message. After IP address information allocated by source CU is received at target CU, target donor could perform one-by-one IP address replacement  and use R16 RRC signaling to send the new IP address information to the IAB node. 
Proposal 1: IP address information allocated by source donor (i.e. old IP address information) could be included in the HandoverPreparationInformation message and transferred to target donor for IP address replacement. 

New XnAP procedure for inter-donor routing 

Issue 1: DL mapping configuration for F1-U at the target donor DU
In RAN3#114-e meeting, it was agreed that A new Xn procedure is introduced to enable the inter topology migration of F1 transport. It was also agreed that the F1-terminating CU sends the information necessary for the non-F1-terminating CU to configure the DL mapping on its Donor-DU. In addition, it was working assumption that QoS info and DL IP address info needs to be transferred from CU 1 to CU2 for access and backhaul traffic, and then IPv6 FL/DSCP value and UL/DL BH configuration info could be sent from CU2 to CU1. As analyzed in section 2.1.1, the IP address used by IAB-DU and corresponding QoS info needs to be sent from CU1 to CU2 to assist the DL mapping configuration at the target donor DU. Assume that existing F1AP message is used for IAB-DU to report its IP addresses, if IPsec tunnel mode is used, CU1 could obtain the new IP addresses and corresponding QoS info via GNB-DU CONFIGURATION UPDATE and IAB UP CONFIGURATION UPDATE RESPONSE messages. If IPsec transport mode is used or if IPsec is not used, CU1 could obtain the new IP addresses used by the IAB-DU via IAB UP CONFIGURATION UPDATE RESPONSE message. The problem is that the IAB UP CONFIGURATION UPDATE procedure could only be triggered after CU1 has received updated BH information from CU2, which is configured based on the QoS info received from CU1. In our view, the following three options could be further discussed for transferring IP address and corresponding QoS info to CU2:
Option 1: Old IP address allocated by CU1 and corresponding QoS info is transmitted from CU1 to CU2 via the new XnAP message for DL mapping configuration. 
- Step 1: CU1 sends IP address request information to CU2 via HandoverPreparationInformation message in the RRC container in Handover Request message. 
- Step 2: target donor allocates new IP addresses for the IAB node and includes the new IP addresses in the RRC container in the HO request ACK message. 
- Step 3: CU1 sends old DL IP addresses and corresponding QoS info to target CU via the new XnAP message. This step can be performed before/during/after CU1 initiates the handover procedure.  
- Step 4: CU2 sends DSCP/IPv6 FL and BH configuration information to CU1 in the response message. In this step, CU2 could perform DL mapping configuration at the target donor DU. 
Option 2: new IP addresses and corresponding QoS info is transmitted to CU2, CU1 obtains IAB-DU’s new IP addresses via DU configuration update/IAB UP configuration update response message
- Step 1: CU1 sends IP address request information to CU2 via HandoverPreparationInformation message in the RRC container in Handover Request message. 
- Step 2: target donor allocates new IP addresses for the IAB node and includes the new IP addresses in the RRC container in the HO request ACK message. 

- Step 3: CU1 send QoS info to CU2 via the new XnAP message.

- Step 4: CU2 sends DSCP/IPv6 FL and BH configuration information to CU1 in the response message. 

- Step 5: CU1 initiates IAB UP configuration update procedure and obtains IAB-DU’s new IP addresses via DU configuration update/IAB UP configuration update response message. 

- Step 6: CU1 sends new IP addresses and corresponding QoS info (or QoS info index) to CU2 for DL mapping configuration.

- Step 7: CU2 performs DL mapping configuration at the target donor DU. 
Option 3: new IP address and corresponding QoS info is transmitted to CU2, CU1 obtains IAB-DU’s new IP addresses via new F1AP message or Xn handover request ACK message
- Step 1: CU1 sends IP address request information to CU2 via HandoverPreparationInformation message in the RRC container in Handover Request message. 
- Step 2: target donor allocates new IP addresses for the IAB node and includes the new IP addresses in the RRC container in the HO request ACK message. 
- Step 3: CU1 obtains DU’s new IP addresses via new F1AP message from IAB-DU or via Xn HO ACK from target CU. 
- Step 4: CU1 sends new IP addresses and corresponding Qos info to CU2 via the new XnAP message.

- Step 5: CU2 sends DSCP/IPv6 FL and BH configuration information to CU1 in the response message. In this step, CU2 could perform DL mapping configuration at the target donor DU. 
As we can see, in option 1, BH configuration for inter-topology traffic and DL mapping at the target donor DU could be configured earlier than in option 2 and 3, which could reduce service interruption. And the signaling overhead of option 1 is less than option 2. Moreover, in option 2, there would be DL data transmitted from source CU to target donor DU after step 5 (i.e. IAB UP configuration update procedure) but DL mapping could only be configured after step 6 (i.e. CU1 sends new IP addresses and corresponding QoS info or QoS info index to CU2 and DL mapping is configured at the target donor DU), which would lead to additional service interruption. 

Observation 1: Assume that existing F1AP message is used for IAB-DU to report its IP addresses for F1-U traffic, the source CU could obtain the new IP addresses and corresponding QoS info after receiving IAB UP CONFIGURATION UPDATE RESPONSE message. 
Proposal 2: For inter-topology routing, Old IP addresses allocated by CU1 and corresponding QoS info are transmitted from CU1 to CU2 via the new XnAP message.

Issue 2: DL mapping  configuration for non-UP traffic at target donor DU
It was agreed in RAN3#114-e meeting that boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU and the F1-terminating CU sends the information necessary for the non-F1-terminating CU to configure the DL mapping on its Donor-DU. And it is FFS how to allow boundary node to report F1-C and other types of IP addresses. In our understanding, the purpose of the boundary node reporting IP addresses it wants to use via Rel-16 F1AP signaling to the F1-terminating CU is to assist DL mapping configuration at target donor DU. Specifically, after source CU receives IP addresses reported by the boundary node, the source CU could send the IP address info and corresponding QoS info to target CU so that target CU could configure DL mapping vat the target donor DU. So source CU needs to be aware of IP addresses used by IAB-DU. If old IP addresses and corresponding QoS info are transmitted from CU1 to CU2 as analyzed in section 2.1.2.1, CU1 could be aware of the old inner/outer IP addresses used by the IAB-DU. However, if new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, and if IPsec tunnel mode is used, donor CU is not able to be aware of outer IP addresses for non-UP traffic (i.e. including F1AP signaling and non-F1 traffic) used by IAB-DU if the SeGW locates outside of the donor CU since existing F1AP message only allows IAB-DU to report its (outer) IP address used for F1-U traffic. So if new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, existing F1AP message needs to be enhanced to allow boundary node to report outer IP address info for non-UP traffic (i.e. including F1AP signaling and non-F1 traffic). 

Observation 2: CU1 needs to be aware of IP addresses used by IAB-DU and send these IP addresses and corresponding QoS info to CU2 to assist the DL mapping configuration at the target donor DU. 
Observation 3: If new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, and if IPsec tunnel mode is used, donor CU is not able to be aware of outer IP addresses for non-UP traffic used by IAB-DU if the SeGW locates outside of the donor CU.

Proposal 3: If new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, existing F1AP message needs to be enhanced to allow boundary node to report outer IP address info for non-UP traffic (i.e. including F1AP signaling and non-F1 traffic). 

As we know, F1AP signaling consists of UE associated and non-UE associated F1AP signaling. The problem is that how to configure DL mapping for UE associated and non-UE associated F1-C traffic at the target donor DU. To solve this problem, the following two options could be further discussed:
Option 1: UA/NUA F1AP signaling are differentiated by destination IP address at the target donor DU

In this option, multiple IP addresses may be allocated for F1-C traffic, e.g. one for UE associated F1-C , one for non UE associated F1-C. IAB node needs to report IP addresses used for UA/NUA F1-C traffic to donor CU after it receives IP addresses from donor CU via RRC message. Existing F1AP GNB-DU CONFIGURATION UPDATE message could be enhanced to report the IP addresses used for UA/NUA F1-C traffic from the IAB-DU to donor CU. And then, CU1 could transfer IP addresses and corresponding QoS info to CU2 so that CU2 can perform DL mapping configuration for UA/NUA F1-C traffic at the target donor DU. 
Option 2: UE associated/non UE associated F1AP signaling are differentiated by DSCP/flow label
In option 2, there is no need to differentiate UE associated/non UE associated F1-C signaling via IP address. That means neither CU1 nor CU2 is aware of which IP address is used for UE associated F1-C traffic and which one is used for non UE associated F1-C traffic. Instead, CU2 needs to transfer corresponding DSCP/IPv6 FL for UE associated/non UE associated F1AP signaling respectively to CU1 after receiving IP addresses and QoS info from CU1. 

We slightly prefer option 2 since it’s more aligned with the principle in R16 IAB. So we suggest that CU2 needs to transfer corresponding DSCP/IPv6 FL for UE associated/non UE associated F1AP signaling respectively to CU1 after receiving IP addresses and QoS info from CU1.
Proposal 4: CU2 needs to transfer corresponding DSCP/IPv6 FL for UE associated/non UE associated F1AP signaling respectively to CU1 after receiving IP addresses and QoS info from CU1.

Issue 3: UE associated or Non UE associated XnAP message?
In RAN3#114-e meeting, it was agreed that a new Xn procedure is introduced to enable the inter topology migration of F1 transport. FFS if UA or NUA Xn procedure. And it is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. In our view, CU2 needs to know which IAB node the QoS info transferred via the new Xn message is associated with so that CU2 could perform corresponding BH routing configurations at the target path. Suppose NUA Xn procedure is used, the identity of boundary node needs to be contained in the new Xn message. So we suggest that UE associated Xn procedure is used for inter-topology coordination, i.e. the procedure is associated with the IAB-MT of boundary node. 

Proposal 5: UE associated Xn procedure is used for inter-topology coordination, i.e. the procedure is associated with the IAB-MT of boundary node.
According to the inter-CU topology adaptation procedure in the baseline CR to TS 38.401, the target donor CU sends UE CONTEXT RELEASE message to the source CU after the F1-C/F1-U traffics are switched to the target path. And then, the source donor CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU upon receiving the UE context release message. According to TS 38.423, for handover procedure, the UE Context Release procedure is initiated by the target NG-RAN node to indicate to the source NG-RAN node that radio and control plane resources for the associated UE context are allowed to be released. That means the resources related to the UE-associated signaling connection between the two CUs may be released by CU1 after receiving XnAP UE CONTEXT RELEASE message.  In our view, after the partial migration, UEs may disconnect/access to the boundary/descendant node or some of IAB-MT’s BH RLC channel may need to be reconfigured. In these cases, the QoS info for the inter-topology routing needs to be updated from CU1 to CU2.  Therefore, the UE associated Xn connection between the two CUs (i.e. the XnAP IDs) needs to be retained in both CUs in order to support the transfer of updated QoS info. Some companies suggests that the two CUs could retain the XnAP IDs by implementation since they know that its a partial migration for IAB-MT. However, we think it’s better to make it clear in the specification. So we propose that an indication could be sent from CU2 to CU1 to indicate that the XnAP IDs needs to be retained after CU2 has sent the UE Context Release message to CU1, e.g. the indication could be included in the UE Context Release message. 

Observation 4: After the partial migration, UEs may disconnect/access to the boundary/descendant node or some of IAB-MT’s BH RLC channel may need to be reconfigured. In these cases, the QoS info for the inter-topology routing needs to be updated from CU1 to CU2. 
Proposal 6: The XnAP IDs needs to be retained in both CUs after CU1 has sent the UE Context Release message to CU2 in order to support the transfer of updated QoS info. 
Proposal 7: An indication may be sent from CU2 to CU1 to indicate that the XnAP IDs needs to be retained after CU2 has sent the UE Context Release message to CU1. 

Based on the above analysis, we provide the TP for TS 38.401 for stage 2 inter-donor migration and topology redundancy procedure in the appendix, and it is proposed,
Proposal 5: RAN3 agrees the TP for TS 38.401 shown in Appendix.
Revocation of partial migration
In RAN3#114-e meeting, it was agreed that for revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used for this procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU. As we know, after partial migration, the boundary node is migrated to the target donor CU and all the F1 traffic between the source donor and the boundary node needs to be redirected to the target path through the target donor DU. Once the partial migration needs to be revoked, the boundary IAB MT needs to be migrated back from the target donor CU to the source donor CU. And all the F1 traffic needs to be redirected back to the source path too. In our view, the existing Xn handover procedure could be reused for the revocation of partial migration. Considering that the UE context is still maintained and controlled at the source donor CU, the QoS info of F1 GTP tunnel and BH RLC channel is not needed to be transferred from the target CU to the source CU, i.e. the new Xn procedure for inter-topology coordination is not needed for the revocation procedure. And the source donor CU can reconfigure the routing configuration, BH RLC channel configuration and traffic mapping configuration all by itself without coordination between the source and target donor CUs. During RAN3#114-e meeting, some companies propose that the initiation of revocation can be triggered by the F1-terminating CU, e.g. for the load balance purpose. However, we think the revocation should be only triggered by the non F1-terminating CU (i.e. CU2). In our view, the revocation procedure could be triggered by CU2 due to the radio link degradation or due to the load condition at CU2. for example, if the load at CU2 is high and load balance is needed, CU2 could trigger the revocation. We think it’s not necessary that the revocation is triggered by CU1 for load balance purpose when the load at CU1 is low while the load at CU2 is not high either. 
Proposal 6: The existing Xn handover procedure could be reused for the revocation of partial migration.

Observation 5: It’s not necessary that the revocation is triggered by CU1 for load balance purpose when the load at CU1 is low while the load at CU2 is not high either. 
Proposal 7: The revocation procedure should not be triggered by CU1. The revocation procedure could be triggered by the CU2 due to the radio link degradation or due to the load condition at CU2. 
Conclusion
In this contribution, we discussed some remaining issues regarding inter-donor migration based on the agreements in last RAN3 meeting. And then we provided the TP to 38.401 on stage 2 procedure for inter-donor migration and topology redundancy. And we have the following proposals:

Proposal 1: IP address information allocated by source donor (i.e. old IP address information) could be included in the HandoverPreparationInformation message and transferred to target donor for IP address replacement. 

Observation 1: Assume that existing F1AP message is used for IAB-DU to report its IP addresses for F1-U traffic, the source CU could obtain the new IP addresses and corresponding QoS info after receiving IAB UP CONFIGURATION UPDATE RESPONSE message. 
Proposal 2: For inter-topology routing, Old IP addresses allocated by CU1 and corresponding QoS info are transmitted from CU1 to CU2 via the new XnAP message.

Observation 2: CU1 needs to be aware of IP addresses used by IAB-DU and send these IP addresses and corresponding QoS info to CU2 to assist the DL mapping configuration at the target donor DU. 
Observation 3: If new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, and if IPsec tunnel mode is used, donor CU is not able to be aware of outer IP addresses for non-UP traffic used by IAB-DU if the SeGW locates outside of the donor CU.

Proposal 3: If new IP addresses and corresponding QoS info are transmitted from CU1 to CU2, existing F1AP message needs to be enhanced to allow boundary node to report outer IP address info for non-UP traffic (i.e. including F1AP signaling and non-F1 traffic). 
Proposal 4: CU2 needs to transfer corresponding DSCP/IPv6 FL for UE associated/non UE associated F1AP signaling respectively to CU1 after receiving IP addresses and QoS info from CU1.

Proposal 5: UE associated Xn procedure is used for inter-topology coordination, i.e. the procedure is associated with the IAB-MT of boundary node.
Observation 4: After the partial migration, UEs may disconnect/access to the boundary/descendant node or some of IAB-MT’s BH RLC channel may need to be reconfigured. In these cases, the QoS info for the inter-topology routing needs to be updated from CU1 to CU2. 
Proposal 6: The XnAP IDs needs to be retained in both CUs after CU1 has sent the UE Context Release message to CU2 in order to support the transfer of updated QoS info. 
Proposal 7: An indication may be sent from CU2 to CU1 to indicate that the XnAP IDs needs to be retained after CU2 has sent the UE Context Release message to CU1. 

Proposal 5: RAN3 agrees the TP for TS 38.401 shown in Appendix.
Proposal 6: The existing Xn handover procedure could be reused for the revocation of partial migration.

Observation 5: It’s not necessary that the revocation is triggered by CU1 for load balance purpose when the load at CU1 is low while the load at CU2 is not high either. 
Proposal 7: The revocation procedure should not be triggered by CU1. The revocation procedure could be triggered by the CU2 due to the radio link degradation or due to the load condition at CU2. 
Reference
Appendix: TP for BL CR for NR_IAB_enh of TS 38.401 

-------------------------------------------Change 1------------------------------------------
8.xx
IAB Inter-gNB-CU Topology Adaptation

8.xx.1  IAB inter-CU topology adaptation procedure 
During the inter-CU topology adaptation for single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 

Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node.
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Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 

The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. The HANDOVER REQUEST message includes F1 GTP tunnel QoS information of access UEs. The HANDOVER REQUEST message also includes RRC container including information about IP address(es) requested for the migrating IAB node. 
Editor’s Note: the IP address request and assignment for descendant nodes are FFS. 
The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signalling, and, optionally, data traffic. 

The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 

The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. 
The source IAB-donor-CU sends a INTER-TOPOLOGY TRANSFER REQUEST message to the target IAB-donor-CU over the Xn interface. The INTER-TOPOLOGY TRANSFER REQUEST message includes Qos info and DL TNL address for boundary DU’s access traffic. This message includes Qos info, DL TNL address and UL/DL BH traffic information for backhaul traffic to be migrated to the target path as well.
The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. The RRCReconfiguration message includes a default BH RLC channel and a default BAP Routing ID configuration for UL F1-C/non-F1 traffic mapping on the target path. It may include additional BH RLC channels. This step may also include allocation of TNL address(es) that is (are) routable via the target IAB-donor-DU. The new TNL address(es) may be included in the RRCReconfiguration message as a replacement for the TNL address(es) that is (are) routable via the source IAB-donor-DU. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the allocated TNL address is outer IP address.
The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.

The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 

A random access procedure is performed at the target parent node IAB-DU.

The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 

The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 

The target IAB-donor-CU triggers path switch procedure for the migrating IAB-MT, if needed.

The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. These configurations may be performed at an earlier stage, e.g. immediately after step 5. 

The target IAB-donor-CU sends a INTER-TOPOLOGY TRANSFER REQUEST ACKNOWLEDGE message to the source IAB-donor-CU over the Xn interface. The INTER-TOPOLOGY TRANSFER REQUEST ACKNOWLEDGE message includes BH configuration and IPv6 flow label/DSCP for access and backhaul traffic migrated to the second path.  And then, the source IAB-donor-CU could configure the BAP routing entries, BAP routing ID remapping and BH RLC CH mapping configurations for the migrating IAB node based on the configuration information provided by the target IAB-donor-CU.
The F1-C and F1-U are switched to the target path. The F1-C connections are switched to use the migrating IAB-node’s new TNL address(es). The target IAB-donor-CU provides UL BH information associated to each F1 GTP-tunnel of the migrating IAB-node to the source IAB-donor-CU. And then the source IAB-donor-CU updates the UL BH information associated to each GTP-tunnel to migrating IAB-node. This step may also update UL FTEID and DL FTEID associated to each GTP-tunnel. All F1-U tunnels are switched to use the migrating IAB-node’s new TNL address(es). This step may use non-UE associated signaling in E1 and/or F1 interface to provide updated UP configuration for F1-U tunnels of multiple connected UEs or child IAB-MTs. The target IAB-donor-CU may also update the UL BH information associated with non-UP traffic. Implementation must ensure the avoidance of potential race conditions, i.e. no conflicting configurations are concurrently performed using UE-associated and non-UE-associated procedures.

In case IPsec tunnel mode is used for TNL protection, the IAB-node may use MOBIKE to migrate the IPsec tunnel to the new IP addresses. After the completion of the MOBIKE procedure, the existing SCTP association and the DL FTEID can be reused.

Editors’ Note: The routing in the target path is FFS.

The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU. An indication may be included in the UE CONTEXT RELEASE message to indicate that UE-associated Xn connection between source and target donor needs to be kept at the source IAB-donor-CU.
The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node and source IAB-donor-DU. 

Steps 12, 13 and 15 should also be performed for the migrating IAB-node’s descendant nodes, as follows:

The target IAB-donor-CU may allocate new TNL address(es) that is (are) routable via the target IAB-donor-DU to the descendent nodes via RRCReconfiguration message. 
The descendant nodes switch their F1-C connections and F1-U tunnels to new TNL addresses that are anchored at the new IAB-donor-DU, in the same manner as described for the migrating IAB-node in step 13.
8.xx.2  IAB inter-CU topological redundancy procedure 
The inter-CU topological redundancy procedure enables the establishment and release of redundant paths between two IAB-topologies underneath different IAB-donor-CUs. Since topological redundancy uses NR-DC for the IAB-MT, it is only supported for IAB-nodes operating in SA mode. 
Figure 8.x.x.2-1 shows an example for an IAB topology, where one IAB-node, referred to as the dual-connecting IAB-node, has two paths towards different IAB-donor-DUs underneath different IAB-donor-CUs.
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Figure 8.xx.2-1: IAB inter-CU topological redundancy procedure 

Step 1: The boundary IAB-MT sends a MeasurementReport message to the first parent node IAB-DU. This report is based on a Measurement Configuration the boundary IAB-MT received from the IAB-donor-CU 1 before.

Step 2: The first parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the IAB-donor-CU 1 to convey the received MeasurementReport.

Step 3: The donor CU 1 decides to setup second-path for the boundary IAB-node. It sends the S-NODE ADDITION REQUEST message to donor CU 2. The message includes an IAB node indication and IP address request.
Step 4: The IAB-donor-CU 2 sends the UE CONTEXT SETUP REQUEST message to the second parent node IAB-DU, to create the UE context for the boundary IAB-MT and to set up one or more bearers. These bearers can be used by the boundary IAB-MT for its own signalling, and, optionally, data traffic.

Step 5: The second parent node IAB-DU responds to the IAB-donor-CU 2 with a UE CONTEXT SETUP RESPONSE message.

Step 6: The IAB-donor-CU 2 responses IAB-donor-CU 1 with S-NODE ADDITION REQUEST ACKNOWLEDGE message, including BAP address of the boundary node allocated by donor CU 2. This step may also include allocation of TNL address(es) that is (are) routable via the secondary IAB-donor-DU. The donor CU 2 may provide the new TNL address(es) in a RRC configuration message contained in the S-NODE ADDITION REQUEST ACKNOWLEDGE message. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the allocated TNL address is outer IP address. 
Step 7: The IAB-donor-CU 1 sends a DL RRC MESSAGE TRANSFER message to the first parent node IAB-DU, which includes a generated RRCReconfiguration message.  
Step 8: The first parent node IAB-DU forwards the received RRCReconfiguration message to the boundary IAB-MT.

Step 9: The boundary IAB-MT responds to the first parent node IAB-DU with an RRCReconfigurationComplete message.
Step 10: The first parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the IAB-donor-CU 1, to convey the received RRCReconfigurationComplete message. 

Step 11: A Random Access procedure is performed at the second parent node IAB-DU.

Step 12: The boundary IAB-DU indicates IAB-donor-CU 1 its IP address(es) that is (are) routable via the secondary IAB-donor-DU. 

Step 13: The donor CU 1 sends the INTER-TOPOLOGY TRANSFER REQUEST message to donor CU 2. The message includes QoS related information of traffic migrated to the second path. DL IP-Sec Transport Layer Address(es) may be sent as well.

Step 14:  IAB-donor-CU 2 may configure BAP route and mapping rules on the second path between boundary IAB-node and second-path IAB-donor-DU. It may also configure the BH configuration to second-path IAB-donor-DU. 

Step 15: IAB-donor-CU 2 sends the INTER-TOPOLOGY TRANSFER REQUEST ACKNOWLEDGE message to IAB-donor-CU 1. The message includes BH configuration of traffic migrated to the second path. The IPv6 flow label or DSCP of each traffic may be sent to IAB-donor-CU 1 as well. 

The steps 12-15 can be performed after step 8.
Step 16: The new TNL addresses (if any) are added to the boundary IAB-DU’s F1-C association(s) with the IAB-donor-CU 1. The IAB-donor-CU 1 may configure new UL BH information on the second path for F1AP messages.
Step 17: The IAB-donor-CU 1 may migrate the F1-U tunnels it has with the boundary IAB-DU from the first path to the second path via the UE CONTEXT MODIFICATION REQUEST message. 
Step 18: The boundary IAB-DU replies with a UE CONTEXT MODIFICATION RESPONSE message. 
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