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Agenda

	Tdoc
	Title
	Comments

	1. Opening of the meeting (Monday 0500 UTC)

	2. Reminders

	2.1. IPR Declaration

https://www.3gpp.org/3gpp-calendar/89-call-for-ipr-meetings

	I draw your attention to your obligations under the 3GPP Partner Organizations’ IPR policies. Every Individual Member organization is obliged to declare to the Partner Organization or Organizations of which it is a member any IPR owned by the Individual Member or any other organization which is or is likely to become essential to the work of 3GPP.
Delegates are asked to take note that they are thereby invited: 
to investigate whether their organization or any other organization owns IPRs which were, or were likely to become, essential in respect of the work of 3GPP.
to notify their respective Organizational Partners of all potential IPRs, e.g., for ETSI, by means of the IPR Information Statement and the Licensing declaration forms (See: http://ipr.etsi.org/).

	2.2. Statement of Antitrust Compliance

https://www.3gpp.org/about-3gpp/legal-matters/21-3gpp-calendar/1616-statement-of-antitrust-compliance

	I also draw your attention to the fact that 3GPP activities are subject to all applicable antitrust and competition laws and that compliance with said laws is therefore required of any participant of this TSG/WG meeting including the Chair and Vice Chairs. In case of question I recommend that you contact your legal counsel.
The leadership shall conduct the present meeting with impartiality and in the interests of 3GPP.
Furthermore, I would like to remind you that timely submission of work items in advance of TSG/WG meetings is important to allow for full and fair consideration of such matters.

	2.3. Responsible IT Behavior

http://www.3gpp.org/ftp/PCG/PCG_27/DOCS/PCG27_13r1.zip

	We all share meeting IT resources with one another. Delegates should restrict their IT usage to things which are essential for the meeting, and they:

1. shall not use the network to engage in illegal activities. This includes activities such as copyright violation, hacking, espionage or any other activity that may be prohibited by local laws.
2. shall not engage in non-work-related activities that consume excessive bandwidth or cause significant network performance degradation.

And most importantly:
1. DON’T place your WiFi device in ad-hoc mode;
2. DON’T set up a personal hotspot in the meeting room;
3. DO try 802.11a if your device supports it;
4. DON’T manually allocate an IP address;
5. DON’T stream video, play online games, or download huge files;
6. DON’T use packet probing software (e.g., packet sniffers or port scanners) which clogs the local network.

	2.4. Additional reminders

	1. All agreed CRs must be provided during the meeting week, that is, BEFORE the end of the meeting. In order to continue with the principle of “agreed unseen” CRs, please make sure that all such CRs are uploaded in time and that they contain exactly the agreed changes.
2. During physical meetings, prefer face-to-face offline discussion to e-mail discussion.
3. Come-Backs (CB), server, reflector and e-mail discussions: 
When a CB is set up, e.g.:
CB: # 1_Name
- topics of the offline discussion
(Company Owner - moderator)
Rev in R3-xxxxxx

Summary of offline disc R3-xxxxxy
Create a folder in “Inbox/Drafts/1_Name” with the assigned CB number (1) and name;
Upload all drafts, corrections, revisions, etc. in the same folder “Inbox/Drafts/1_Name”;
Avoid sending drafts via e-mail or on the reflector!
When sending e-mails, do not attach any document, and please minimize e-mail discussion (e.g. it is enough to announce start of discussion, availability of drafts on server, support for a document, discussion conclusion).
It is highly beneficial if the summary of offline discussion contains proposals for “official” group conclusions, e.g. “propose to agree R3-xxxxxx”, “propose to agree that….”, “no agreement”, “to be continued”, etc.
3bis. For e-meetings, the above also applies for e-mail discussions set up by the Chair before the meeting, e.g.:

CB # 2_E-mail_Name
- open-ended topics of the e-mail discussion
(Company Owner - moderator)
Summary of offline disc R3-xxxxxx

…etc.

4. To encourage the use of pCRs, if there are discussion papers and pCRs from the same company on the same topic, only the pCRs will be treated.

5. Papers submitted to the wrong AI will not be treated.
6. When subsections are available, please do not submit papers to the “top level” AI. If you think none of the available subsections fits your contribution, then it should go to the “Others” subsection. Any papers submitted to the “top level” AIs should not expected to be treated.

7. To save time, incoming LSs which have no action for RAN3 will not be treated unless they are flagged to the Chair before the start of the meeting.

8. QUOTAS – Each company may submit up to a certain number of contributions to the Agenda Item where this number appears. This number applies to the sum of the Tdocs submitted to all the sub-Agenda Items. If e.g. QUOTA: 5 appears in AI 10.x, a company may submit up to 5 contributions to AI 10.x in any combination: e.g. up to 4 to 10.x.1.1 and up to 1 to 10.x.1.2, or up to 3 to 10.x.1.1 and up to 2 to 10.x.1.2, and so on. Please see also at the end of this document. Rules for quotas are here; its contents are agreeable and continue to be the basis for working with quotas in RAN3.

Some suggestions for better RAN3 meetings can also be found here.

	3. Approval of the Agenda

	4. Approval of the minutes from previous meetings

	5. Documents for immediate consideration

Recording of GoToWebinar/GotoMeeting sessions of the present meeting is strictly prohibited. No individual or entity - including the speakers and/or the authors -may electronically record any portion of the meeting without prior written consent of the Chair and all the meeting participants. Recording of voice or video at meetings is not used in 3GPP; this applies also to this e-Meeting.

	6. Organizational topics

	7. General, protocol principles and issues

RAN3 Work Plan and Working Procedures: TR 30.531
MCC allocates protocol IE IDs, checking with Rapporteurs during CR implementation phase

Rapporteurs to update specifications with ASN.1 comments related to conditional IEs

LS reply to CT4 on IANA port allocation agreed in R3-212800

	8. Incoming LSs

	8.1. New Incoming LSs

	8.2. LSin received during the meeting

	8.3. Left over LSs / pending actions

	8.3.1. E-RABs Cannot Be Handed Over

The issue of Handle the SRVCC failure 5G->4G (IMS added)->(SRVCC) 3G can be solved by SA2 solutions. No further action in RAN3.

The PS HO failure in 5G<>4G<>3G need no further action in RAN3.

RAN3#114e:

No impact of RAN side for 4g to 3g via 5g initiated in 4g scenario. 

Following can be continue based on LS response from SA2:

SRVCC failure due to missing E-RAB attribute during 5G(SRVCC)->4G ->4G-> 3G

Further action on 3G -> 4G (IMS added) ->5G

To be continued...

	8.3.2. Handling of UE Security Capabilities
RAN3#114e:

RAN3 agrees to implement required changes to ensure lossless handling of UE security capabilities in rel17 as requested by SA3, in both EPS and 5GS. 

The topic of UP Integrity Protection in EPS is not discussed in this meeting, relevant documents are considered for information and can be noted.

Whether and how to ensure propagation of the full bitmap (16 bits) in RAN? Focus on LS reply…

	9. Corrections to Rel-16 or earlier releases

[TU: 0.5 (0.5 0.5)] (shared with AI 31)

Only essential corrections are allowed for frozen releases, e.g., R15, R16.

	9.1. 3G

	9.2. LTE

	9.2.1. Others

QUOTA: 1

	9.3. NR

QUOTA: 7 (was 9)

	9.3.1. Direct Data Forwarding Between NG-RAN and E-UTRAN

Previously discussed as Rel-16 correction

WI closed; Rel-16 CRs previously agreed in R3-192626 (NGAP) and R3-193272 (NR St2)

Sol. 2.2 is agreed; CRs agreed

St3 CRs agreed (R3-201216, R3-201217, R3-201218, R3-201219, R3-201227, R3-201228)

St2 CR agreed (R3-202801)

Direct data forwarding from 5GS to EPS should be supported in case flow to DRB mapping is different with respect to flow to E-RAB mapping

	9.3.1.1. E1 Aspects

Agree to consider solutions on direct data forwarding from EPS to 5GS in case one DRB in target gNB contains QoS flows mapped to different E-RABs in the source eNB

Non-shared case:

Two solutions are left on the table to support direct data forwarding from EPS to 5GS in scenario 4. Comparison and down selection is performed at next meeting.

Solution 1: CU-CP requests one data forwarding address from the CU-UP using the existing signalling. CU-CP feedback the tunnel address to the two E-RABs in Handover Request Ack message to 5GC. With this, the data from the two E-RABs in the source node will be sent to one DRB buffer in the target (ref R3-211957/R3-212545/R3-212356)

Solution 3: Add Data Forwarding from E-UTRAN Request List to the DRB To Setup List in PDU Session Resource To Setup List within Bearer Context Setup Request message and Data Forwarding from E-UTRAN Response List to the DRB Setup List in PDU Session Resource Setup List within Bearer Context Setup Request message (ref R3-211642/R3-211642/R3-211958).

Shared SgNB case:

Bearer Context Setup Request message is used from the CU-CP to the CU-UP.

 Regarding how to support internal data forwarding in the SgNB, the following two options will be further evaluated at the next meeting:

Alt1: Add gNB-CU-UP E1AP ID in Bearer Context Setup Request message

Alt2: Add S1 DL UP Transport Layer Information per DRB in Bearer Context Setup Request message.

Support the direct forwarding indication with the intra-NR system case, upon SA2 agreements if any impact on SA2 identified

RAN3#114e:

Issue 1: Direct data forwarding indication for intra-5GS handover: 

Over NG, the SMF informs the target NG-RAN node the direct forwarding path availability in the Handover request message. A LS to SA2 is needed. 

Over E1, add another codepoint “intra-system direct path available” to the CU-UP. 

Issue 2: Inter-system HO from 4G to 5G in CP-UP separation scenario (multiple E-RABs are mapped to a single DRB case): 

Down selection of the solution 1 and solution 3

Check with CT4 specification and potential product implementation whether there is any issue for solution 1.  

To be continued… 

	9.3.1.2. With Mobility Between DC and SA

Agreement: Consider solution for all the following data forwarding scenarios of handover between SA and NSA:

- Scenario 1: both MN and SN have direct forwarding

- Scenario 2: MN has direct forwarding, SN has no direct forwarding

- Scenario 3 (FFS): MN has no direct forwarding, SN has direct forwarding

- Scenario 4: neither MN nor SN has direct forwarding.

The additional scenarios (i.e. intra-system SN change, and intra-system handover involving MR-DC) are considered, and it is expected to have a common design for all handover scenarios involving MR-DC.  
NR SA to EN-DC Handover:  
Direct data forwarding is possible between the source NG-RAN node and target SgNB (SN) node. 
RAN3 acknowledges that for EN-DC, the SgNB could have direct data forwarding information with its neighbouring nodes without extra configuration effort. 

One of reasons is that RAN3 specification already supports the SgNB/gNB logical nodes coexistence case via the 5GS-TAC IE in TS 36.423, in which case both could share the direct data forwarding configuration information. 

WA: the option 3 below could be pursued between the following options.  

Option 2: target MN - the target MeNB is configured by OAM with the direct forwarding path availability information between the neighboring source nodes and the neighboring target SgNB nodes (i.e. not relevant to itself).

Option 3: target SN - the target SN is configured by OAM with direct forwarding path availability information between itself and neighboring source nodes

EN-DC to NR SA Handover:  

direct data forwarding is possible between the source SN and the target NG-RAN node.  

WA: the option2/3 below could be pursued among the following options

Option 1: source MN - the source MN is configured by OAM with the direct forwarding path availability information between the source SN and the target node (i.e. not relevant to itself).

Option 2/3: source SN/target node - the source SN or the target NG-RAN node is configured by OAM with the direct forwarding path between itself and neighboring nodes. 

RAN3#114e:

Direct data forwarding from NR SA to EN-DC HO:

The target SN has information on direct forwarding path availability information between itself and neighboring source nodes.

In order to let the Target SN decides direct forwarding path availability between itself and the source NG-RAN, the following specification impact are needed:

-
The target MN provides the source RAN node ID to the target SN;

-
The target SN notifies the direct data forwarding availability indication to the target MN.  

Direct data forwarding from EN-DC to NR SA HO

The source SN or the target NG-RAN node has information on the direct forwarding path between itself and neighboring nodes

Open issues:

Regarding the specification impact for Direct data forwarding from EN-DC to NR SA HO, it’s FFS whether Option 2a or Option 3a is selected.

FFS whether the proposals for inter-system handover are applicable for intra-system handover involving MR-DC, and intra-system SN change.

Keep Scenario 3 as FFS (no change comparing with the status in previous meeting).

	9.3.2. Dynamic ACL
It is proposed to agree that ACL needs to be supported for the following use cases:
Signalling of source IP address for data forwarding traffic as part of the S1 and NG handover signalling for 

- Direct data forwarding

- Indirect data forwarding

-    Signalling of source IP address for data forwarding traffic as part of the X2 and Xn handover signalling 

-    For EN-DC and MR-DC cases, it is proposed to include the source IP address for data forwarding traffic as part of the

- MN-initiated SN Modification request/response

- SN Change Required 

- SN addition request

-     In split architecture, at SN side, the source node user plane IP addresses should be also transferred to the ng-eNB-DU, gNB-DU for data forwarding for MN terminated bearers, and to the SN’s gNB-CU-UP for SCG bearers.

Send an LS to SA2 and CT1 to check whether source IP address signalling from the CN to target RAN in the case of indirect data forwarding, as part of the S1/NG HO signalling, is feasible

Conclude that no further enhancements are needed to address the IP Sec use case for ACL.

RAN3#114e:

RAN3 agrees to a per QoS Flow level granularity for enhancements to ACL.

If the above cannot be agreed due to doubts on whether multiple source IP addresses can be used within the same DL forwarding GTP-U tunnel, it is proposed to send an LS to CT4 to clarify these points. 

The scenario of indirect data forwarding during SN change is down prioritised. The scenario may be subject to further analysis once SA2 converges on solutions for indirect data forwarding.

The use case of providing the source address from CN to RAN for a normal Iu-U/N3 tunnel is down prioritized

Reply LS to SA2 Reply to Reply LS On ACL support for Indirect Data Forwarding R3-216140 Agreed

LS to CT4 On Source IP address clarifications in R3-216139 Agreed

Wait for LS reply…

	9.3.3. Misalignment value range for report interval IE of MDT

RAN3#114e:

RAN3 is aware that the report interval of M1 configuration over NGAP and XnAP is misaligned with 38.331, and this issue should be fixed. But the correction of M1 misalignment should also take the stage2 and stage3 alignment into account, pending the RAN2 reply.

The misalignment issues of M1, M4/M5 can be discussed together at next meeting, in order to fix the misalignment issues throughout specifications. 

How to fix the misalignment issues, pending the reply of RAN2.

No consensus on CRs for NGAP and XnAP, to be continued at next meeting.

	9.3.4. NAS PDU delivery during PDU Session Modify

RAN3#114e:

Choose one of the following text proposals for PDU Session modification corrections in the next meeting:

Opt1: If the NAS-PDU IE is received for the PDU session, the NG-RAN node shall pass it to the UE.

Opt2: The NG-RAN node shall pass the NAS-PDU IE received for the PDU session to the UE when modifying the PDU session configuration. The NG-RAN node does not send the NAS PDUs associated to the failed PDU sessions to the UE.

When the NG-RAN receives a PDU Session Resource Modify Request message which only includes the PDU Session AMBR IE, NG-RAN shall send NAS-PDU to UE when the PDU Session AMBR IE is modified successfully?

	9.3.5. Others

Including other left issues, e.g., MN-initiated request for SCG addition, Inter MN resume without SN change, F1-U delay, NPN-only cell...

	9.3.5.1. Other Corrections

Excluding pure Stage-2 corrections

	9.3.5.2. Pure Stage-2 Corrections

Pure Stage-2 corrections only (i.e. corrections with no Stage-3 impact)

	10. Enhancement of Data Collection for SON/MDT in NR WI (RAN3-led)

WID [NR_ENDC_SON_MDT_enh]: RP-201281 (target: RAN #95) [TU: 1 (1 1)]

	10.1. General

Time plan, skeletons, BLs

	10.2. Support of Data Collection for SON

QUOTA: 8 (was 10) 
In cooperation with RAN2

	10.2.1. Continuation of Selected Topics from Rel-16

It might be beneficial to prioritize these sub-topics so that they can be finalized early

	10.2.1.1. PCI Selection

For centralized PCI assignment, in non-split gNB architecture, the OAM assigns a single PCI for each NR cell in the gNB, and the gNB selects this value as the PCI of the NR cell.

For distributed PCI assignment, in non-split gNB architecture, the OAM assigns a list of PCIs for each NR cell in the gNB. To resolve PCI conflict the gNB may select a PCI value from the list of PCIs.

For distributed PCI assignment, in split architecture case, PCI conflict detection and reassignment are located at gNB-CU. It is FFS whether the list of available PCIs is configured in CU or DU.

For centralized PCI assignment in split architecture, CU detects PCI conflict and indicates to OAM directly. OAM reassigns a new PCI.

For distributed PCI assignment in split architecture, OAM configures a PCI list for each NR cell to the CU. CU detects PCI conflict and re selects a new PCI for the cell subject to PCI conflict. CU signals the new PCI to the DU by existing F1AP signaling without further enhancement.

	10.2.1.2. Energy Efficiency

OAM requirements

In split gNB architecture Energy Efficiency measurements are calculated based on RLC SDU Data Volume measurements; non-split architecture is FFS.

Measurement of EE at gNB level is sufficient and no further enhancements to the standard is needed to achieve per gNB EE measurements

Close discussions on Energy Efficiency in the Enhancement of Data Collection for SON/MDT in this release and to LS back to SA5 the decisions taken by RAN3

	10.2.1.3. Successful Handover Report

Define “Successful HO Report” as RRC container in XnAP

Xn Signaling to transmit Successful HO Report from the target to the source: ACCESS AND MOBILITY INDICATION message

NG Signaling to transmit Successful HO Report from the target to the source: UPLINK RAN CONFIGURATION TRANSFER and DOWNLINK RAN CONFIGURATION TRANSFER

F1 Signaling to transmit Successful Report from CU to DU: ACCESS AND MOBILITY INDICATION

We do not consider new successful handover scenarios: too early success handover, too late success handover and success handover to wrong cell in this release

“Successful HO Report” is defined as a list

RAN3 considers a UE Identifier (e.g. AP ID) for SHR in F1AP beneficial if there is no RAN2/RRC UE identifier inside the SHR; RAN3 needs to wait RAN2 progress before final decision.

The use of UP information to optimize DAPS HO in the source and target node is of benefit but it is up to RAN2 to make the final analysis and decision

RAN3 agrees to follow the RAN2 decision on the support of intra-system inter-RAT SHR and will align to its choice. 
After the decision on intra-system inter-RAT SHR is finalized, then need for the UE providing explicit source cell outside the successful handover report container can be further explored. 
There is not a need right now for RAN3 to further comment to RAN2 on additional feedback to the UE. 

	10.2.1.4. UE History Information in EN-DC

Enhancement of UE History Information for Secondary Node applies to all MR-DC scenario

UE history information of secondary node includes: PSCell list, time UE stayed in the cell

It is beneficial if the MR-DC based UHI and the legacy UHI are correlated when received. Whether this is feasible and the details of the solution are FFS

UE History Information (UHI) of SN does not include HO Cause 

Wait for RAN2 agreements before discussing UE History Information from UE

Enhancement of UE History Information for Secondary Node does not apply to LTE DC scenarios

Include SN UHI in the SN addition and change messages (modification FFS); information flow in both directions is not precluded at this stage

MN and SN UHI shall be included in inter-MN handover message i.e. Handover Request message. It is FFS whether MN UHI and SN UHI will be separated IEs or a list of MN UHI containing a list of SN UHI.

WA: SN is responsible for collecting the SN UHI; RAN3 should consider solutions which would not delay HO more than it would have been delayed without UHI 

WA: Correlation of MN UHI and SN UHI could be realized via two-dimensional structure for UHI (PSCells history information are listed within each PCell in the UHI); it may not be feasible on all interfaces.

WA: At least include UHI in the SN addition, modification, change and release messages. Others are FFS.  Specifically, include UHI in the following messages over Xn and X2:

- SN addition procedure (S-NODE ADDITION REQUEST, SGNB ADDITION REQUEST)

- SN Change procedure (S-NODE CHANGE REQUIRED, SGNB CHANGE REQUIRED)

- SN Modification procedure 

-- MN-initiated: S-NODE MODIFICATION REQUEST ACKNOWLEDGE, SGNB MODIFICATION REQUEST ACKNOWLEDGE

- SN release procedure 

-- MN-initiated: S-NODE RELEASE REQUEST ACKNOWLEDGE, SGNB RELEASE REQUEST ACKNOWLEDGE

-- SN-initiated: S-NODE RELEASE REQUIRED, SGNB RELEASE REQUIRED

RAN3 should consider solutions which would not delay HO more than it would have been delayed without UHI. 
The usage of SN UHI for target NG-RAN node during handover includes:

-  SN node Ping pong issue

-  assisting target MN in selecting the appropriate SN (for example, in the Inter-Master Node handover with/without flow), 

-  assisting target MN in determining whether DC needs to be supported.

No enough benefit been found to introduce Cell type.
RAN3#114e:

MN can initiate SN modification procedures to retrieve SN UHI before handover without delaying HO, MN may also subscribe to PSCell changes from SN. (Option 4)

Correlated MN and SN UHI using a nested structure shall be included in the handover request message from MN.

Correlated MN and SN UHI using a nested structure is transferred from MN to SN.

Only SN UHI is transferred from SN to MN.

UE History Information IE shall be included in the S-NODE ADDITION REQUEST and SGNB ADDITION REQUEST messages.

Include SN UHI, e.g. SCG UE History Information IE, in the following messages.

- S-NODE CHANGE REQUIRED and SGNB CHANGE REQUIRED messages

- S-NODE MODIFICATION REQUEST ACKNOWLEDGE and SGNB MODIFICATION REQUEST ACKNOWLEDGE messages

- S-NODE RELEASE REQUEST ACKNOWLEDGE and SGNB RELEASE REQUEST ACKNOWLEDGE messages

- S-NODE RELEASE REQUIRED and SGNB RELEASE REQUIRED messages

- S-NODE MODIFICATION REQUIRED and SGNB MODIFICATION REQUIRED messages

MN shall correlate MN and SN UHI.

Open issue 1: Whether/how to include Time spent without SCG or Time stamp in SN UHI.

Open issue 2: FFS how MN subscribes to PSCell changes from SN.

Open issue 3: FFS on the stage 2 description for SN UHI.

Open issue 4: FFS how to correlate MN and SN UHI. 

To be continued...

	10.2.1.5. Load Balancing Enhancements

Clarify the definition of TNL capacity Indicator IE.

The received TNL Capacity Indicator IE represents the lowest TNL capacity available for the cell

RAN3 acknowledges usefulness of load reporting from the MN to the SN. 

Load information from the MN to the SN is enabled. 

-
If decided to be enabled starting from Rel.16, a CR proposed as part of CB # 101 in R3-207110 is agreed (and R3-205960 is noted);

-
If decided to be enabled starting from Rel.17, a TP proposed in R3-205960 is endorsed (and the CR in R3-207110 is noted).

PRB related load metric will be enabled to be reported per slice on F1 and Xn; FFS on details.

The number of allocated (utilized % with respect to cell capacity) PRBs is reported per slice (FFS whether to split into GBR and nGBR)

The currently reported UL information convers “both normal UL and SUL”

TNL Load information is the minimum available TNL capacity between NG and F1

To enable reporting of utilised PRBs per slice, split to GBR/nGBR traffic, together with the total resource allocation per slice (exact definition FFS, e.g. “total resource allocation per slice is the overall amount of PRBs which could be available per slice if all the resources the slice could use were available”); RRM policies defined in SA5 should not be exposed.

Add SUL CAC to UL CAC as optional IE (up to the sender to include)

The reference point for slice PRB usage is total PRBs available in the cell. And the semantics description for slice PRB usage should mention the selected reference point.
Separate reporting of dedicated/prioritized/shared slice PRB usage is not pursued in this release.

RAN3#114e:

RAN3 agrees to work on a solution as light as possible for informing about other cells that are relevant to UEs served by a cell and that can be configured as PSCell or SCell for the UE.

Per-beam MSC is to be supported. FFS if CHO shall be supported.

Per-slice MSC is to be supported. FFS how to handle non-supported slices.

The number of inactive UEs will be added. FFS if they shall be provided per cell or per node.

The reporting node shall be allowed to stop reporting. FFS is an LTE-like mechanism is needed, or the reporting node may skip some reports.

To be continued...

	10.2.1.6. MRO for SN Change Failure

In case of a PSCell change failure, when the MN is responsible for SCG mobility, the MN corrects own configuration (no new signaling towards the SN is needed).

In case of a PSCell change failure, when the SN is responsible for SCG mobility, the MN forwards the SCGFailureInformation to the SN initiating the last PSCell change (or the last serving SN, in case of too late SN change).

In case of an SCG failure that is a result of an SN-initiated PSCell change, the SN initiating the last PSCell change (or the last serving SN, in case of too late SN change) is responsible to derive the needed correction for its SCG mobility configuration

The definitions of SCG MRO failure events formulated in the TR 37.816 will be used, but it is FFS:

- if they shall apply to inter-SN change only or also to intra-SN PSCell change;

- If MN’s action is needed to declare SCG MRO failure event;

To support pre-Rel-17 UE, in case of SCG failure, the MN shall be able to identify if the last PSCell change was initiated by itself or an SN, and which SN it was. Further enhancements may be based on enhanced SCG failure information provided from the UE

“PSCell change” shall be mentioned in the definitions

WA: No need to transmit Time threshold (i.e. the Tstore_UE_cntxt) over network interface.

Prioritize NR-NR DC only

MRO issues for PSCell change failure are defined as below:

-
Too late PSCell change: an SCG failure occurs after the UE has stayed for a long period of time in the PSCell; a suitable different PSCell is found based on the measurements reported from the UE.

-
Too early PSCell change: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; source PSCell is still the suitable PSCell based on the measurements reported from the UE.

-
Triggering PSCell change to wrong PSCell: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.

MN performs initial analysis to identify the node that caused the failure. The node that caused the failure performs root cause analysis.

Define new message from MN to the initiating SN to forward SCGfailureinformation.

Additional information related to SCG failure reported from UE may be beneficial; details FFS.

A class 2 procedure is defined for transmitting SCGFailureInformation from the MN to the SN that caused the failure, unless class-1 is found needed to resolve the issue of intra-SN PSCell change. 

Waiting for RAN2 on the contents in SCGFailureInformation.

Proposal: Include the following IEs in the new XnAP message besides SCGFailureInformation
b)
Source PSCell CGI, if avaliable in MN

c)
Failed PSCell CGI, if available in MN 

If the sufficient time has passed between the SN change and the report of SCG failure, the source SN may has released the UE context when it receives SCG Failure Information

RAN3#114e:

SCGFailureInformation should be forwarded to source SN which triggered the last SN change if there is no intra-SN PSCell change in last serving SN, and to last serving SN if there is intra-SN PSCell change.

No need additional information to source SN to indicate whether the cell(s) in the measurement results has direct Xn connectivity with the MN.

No ambiguity in SCG failure cases.

Class 2 procedure is used to transmit SCGFailureInformation from the MN to the last serving SN.

Agree B1-1 as the procedure between the MN and the last serving SN. 

Solution B1-1: MN always forward SCG failure report to last serving SN. If the problem is not introduced by the last serving SN (not too late PScell change and no intra-SN Pscell change), last serving SN sends the second message to MN. Two class 2 procedures should be defined. If the failure is brought by the last serving SN, the second class 2 procedure is not needed.

Whether the same signaling flow should be used for Pre-R17 and R17 UE

Whether the source SN may have no UE context when the source SN performs MRO.

The IEs in the new Xn messages.

To be continued...

	10.2.1.7. RACH Optimization Enhancements

Support of inter-en-gNB RACH coordination in Rel-17 is beneficial, feasibility to be further evaluated in light of the NG-RAN solution to be defined.

Include neighbor PRACH Configuration in GNB-CU CONFIGURATION UPDATE, GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE messages

FFS whether to include neighbor PRACH Configuration in F1 SETUP RESPONSE message

DU resolves PRACH configuration conflicts locally

Send a high number of Neighbour PRACH Configurations from CU to DU. Maximum value is FFS. The request from DU to CU is FFS.

Postpone enhancements for RACH Report retrieval to Rel.18

Include neighbor PRACH Configuration in GNB-CU CONFIGURATION UPDATE, GNB-DU CONFIGURATION UPDATE ACKNOWLEDGE messages

RAN3#114e:

It should be possible for the gNB-CU to provide the gNB-DU with information indicating the CGI of the cells potentially in conflict and the neighbouring relation between these cells and their neighbour cells, along with the PRACH configurations of those neighbour cells, so as to prevent the gNB-DU from reconfiguring one of its cells from conflicting with one neighbour toward conflicting with another neighbour. How/whether gNB-CU do the filter is up to implementation.

Approach 2bis is adopted

Maximum number of potentially-in-conflict served cell list is FFS and neighbour cell list is 32

PRACH configuration is not included in F1 setup response message

To set the maximum number of served cell as 256.

FFS whether gNB-DU should be capable to request the gNB-CU to provide PRACH related information or not.

To be continued...

	10.2.2. Coverage and Capacity Optimization

E-UTRAN CCO function should be considered as baseline for NG-RAN CCO solution for dynamic coverage changes with an index-based solution for coverage switching among deployment options

In NG-RAN scenario, a NG-RAN node may send to a neighbor NG-RAN node a coverage modification list which includes deployment related information concerning the serving cells

Exchange at least NG-RAN CGI, Cell Coverage State, Cell Deployment Status Indicator, Cell Replacing Info in NG-RAN NODE CONFIGURATION UPDATE message over Xn for coverage modification

DU signals to CU coverage related configuration information. Whether to include SSB beam information (on top of cell info) is FFS.

CSI-RS based beam coverage tuning is an optimization and is not covered as part of NR CCO for Rel-17

The above WA supersedes the following WA “WA: DU makes the final decision on which coverage configuration to use (since the DU is the only one who knows the resource situation)”

A RAN node receiving an indication of a CCO configuration change from a neighbour/connected RAN node, may be free to take matching CCO actions and signal the result of such actions to its neighbour/connected RAN nodes. 
So far, the identified CCO use cases include the cell edge capacity, coverage, FFS on other use cases.

The gNB-CU signals to the gNB-DU at least the type of issue (e.g., coverage, cell edge capacity) and the cells affected by it over F1

RAN3#114e:

A RAN node receiving an indication of a CCO configuration change from a connected RAN node, may be free to take matching CCO actions based on some assistance provided by the OAM, if any. The RAN node signals the result of such actions to its connected RAN nodes. OAM assistance may consist of configuration parameters limitations. It is FFS whether the OAM provides alternative/suitable coverage configurations to the RAN.

WA: gNB-CU does not provide CCO coverage modification suggestions to the gNB-DU. Such agreement may be revisited when a decision on alternative/suitable coverage configurations from OAM is taken.

The optional presence of an SSB Beam Coverage State per SSB beam, as part of the information signalled by a gNB-DU/RAN node to notify of a change of CCO coverage state.

Capacity issue reporting from gNB-DU to gNB-CU is not needed. Resolving capacity issues at the gNB-DU can be done either locally, by means of implementation, or via existing standardized mechanisms (e.g. Load Reporting)

This IE structure is FFS, e.g. to signal a list of [issue, impacted cells].

The need for additional measurements is FFS. Discussions should be continued on the benefits and need for one or more of the following:

UL measurements from the gNB-DU

UL measurements on a per UE basis

Measurements from cell edge UEs served by neighbour RAN nodes
To be continued...

	10.2.3. Inter-System Inter-RAT Energy Saving

A cell state indication, triggered at change of cell status, should be sent from the NG-RAN node to the eNB to indicate the status of the concerned cell for energy saving purpose

A cell activation request should be sent from eNB to NG-RAN node to request a previously switched-off cell/s to be re-activated

A cell activation response should be sent from NG-RAN node to eNB to indicate that one or more cell(s) previously switched-off has (have) been activated

Enhance Inter-System SON Information message on S1AP and NGAP to support inter-system Energy Savings

Inter-system SON Information Request/Rely IEs are carried at the top-level Inter-system SON Information IE and Cell State Indication IE is carried in the sub-level IE Inter-system SON Information Report for NG and S1 signalling.

An Activation ID should be included in cell activation request and reply messages.

A list of cells that the eNB wants to activate should be added in the cell activation request IE.

Activated cell list should be added in cell activation reply IE as a response to the cell activation request.

Minimum activation time to reduce ping-pong is beneficial; details (e.g. stage-2 or stage-3 are to be discussed).

No need to specify that re-activated NR cell shall prevent new user from camping or accessing services during the minimum activation period to avoid ping-pong switching on/off.

Stage2 TP Agreed in RAN3#112e.

	10.2.4. Inter-System Load Balancing

Introduce Inter System Load Balancing mechanisms on the basis of the solution available in E-UTRAN

Introduce Inter System Load Balancing by means of mechanisms that resemble or reuse the SON Configuration Transfer IE for the purpose of configuring load balancing metrics and reporting load balancing measurements 

Use S1: eNB CONFIGURATION TRANSFER, S1: MME CONFIGURATION TRANSFER, NG: UL RAN CONFIGURATION TRANSFER and  NG: DL RAN CONFIGURATION TRANSFER for the transfer of inter system load balancing via means of mechanisms that resemble or reuse the SON Configuration Transfer IEs. It is FFS whether further details on the signaling part need to be introduced

Adopt signaling of the Composite Available Capacity (Cell Capacity Class value and Capacity Value) for inter system MLB

Adoption of further MLB metrics is FFS

Event Based Reporting and Periodic Reporting (only in case specific conditions are met), are agreed to be supported for inter system MLB. The mechanism should avoid excessive signaling

Introduce a new mechanism for Inter System Status Request/Response/Update over NG: UL RAN CONFIGURATION TRANSFER and  NG: DL RAN CONFIGURATION TRANSFER, via modification of the Inter-System SON Information IE

Introduce a new mechanism for Inter System Status Request/Response/Update over S1: UL RAN CONFIGURATION TRANSFER and  S1: DL RAN CONFIGURATION TRANSFER, via reuse of the Inter-System SON Configuration Transfer IE

Support periodic inter system load reporting with periodicity not lower than 1000ms and threshold-based load reporting, subject to confirmation from CT

We do not support per slice load information for inter system load balancing in the current release 

Support an explicitly signaled threshold configuration for inter system load information reporting; details are FFS

Agree to CAC encoding as defined in LTE, e.g. in TS36.413, as a starting point. Whether CAC is encoded according to the sender’s rules is FFS

Whether to support the Number of active UEs for inter system load balancing is FFS

Signaling of load information as part of HO messages is not supported in Rel17

By signaling of the CAC for inter system load balancing, the specifications can achieve description of a working solution

The combination of range-based thresholds and explicit thresholds should be applied for event-triggered reporting, and the details are FFS.

RRC connections, Number of active UEs are introduced for inter system load balancing. PRB usage is FFS.

CAC is used as the triggering metric for event-triggered reporting. 

Once the threshold is met, all the load metrics requested should be reported.

It is sufficient to have a single measurement per node pair, i.e. no measurement IDs are needed.

RAN3#114e:

Triggers for event based reporting are defined by a high and low threshold and the number of reporting levels dividing the gap between the low and high threshold.

Issue 1: PRB usage – is this beneficial to have? Are there any technical questions on the proposed solution? 

Introduce PRB usage for load status metric if no show stopper exists, to be continued in next meeting

Issue 2: Stop indicator - is this beneficial to have? Are there any technical questions on the proposed solution?

To be continued … 

	10.2.5. Two-Step RACH Optimization

PRACH parameters coordination for 2-step RA should be supported

WA: reuse the existing NR PRACH Configuration structure for PRACH coordination for 2-step RA

Do not exchange PUSCH configuration between neighbors.

To reuse the existing structure “9.3.1.139 NR PRACH Configuration” defined in TS 38.473 to carry the PRACH configuration for 2-step RA.

Not to add two choice extensions L571 and L1151 b into the choice field FreqDomainLength IE.It could be discussed in a separate topic.

Update the semantic description on NR PRACH Configuration List IE to cover the PRACH for 2-step RA.

	10.2.6. Mobility Enhancement Optimization

Scope:

SON Enhancements for CHO (i.e MRO for CHO) will be supported.

SON Enhancements for DAPS handover will be supported.

Postpone SON Enhancements for CPC with waiting for the progress of R17 CPC enhancements and SON enhancements for CHO. It is FFS whether SON enhancements for conditional PSCell change should be supported.

Study resource optimization for CHO, based on contributions

Decide if the problem of data forwarding in case of a HO to wrong cell is part of the SON WI (SON for Mobility Enhancements) or is to be treated as TEI-17. 

MRO for CHO:

FFS whether CHO specific failure types are needed. The existing definitions of too late handover /too early handover/ handover to wrong cell are the starting point for further study. 

From RAN3 point of view, in order to support MRO for CHO, more information is needed from UE. (FFS on the details).

Study the contents of the RLF INDICATION or HANDOVER REPORT message to support MRO enhancements for CHO. In order to progress in this area it is necessary to converge on the CHO failure case definition.

SON Enhancements for DAPS handover:

Reporting of failure information of the source link from UE may be needed for DAPS handover (FFS: Need further discussion).

From RAN3 point of view, in order to support SON enhancements for DAPS handover, more information is needed from UE. (FFS on the details).

Study the contents of the RLF INDICATION or HANDOVER REPORT message for the failure scenarios in DAPS HO. In order to progress in this area it is necessary to converge on the DAPS failure case definition.

Cover CHO failure scenarios; whether to define CHO specific failure types or reuse the existing failure types with some necessary update is FFS.

Consider DAPS handover failure cases 1, 2, 4, 5, 6, and 7 for further study. It is FFS on case 3 and case 8.

UE reports DAPS HO Failure Indication to Network (LS to RAN2).

Data forwarding enhancements on HO to wrong cell is de-prioritized in this WI

Resource optimization for Conditional Handover is FFS

CHO recovery procedure is considered in the definition of failure types and/or failure types detection.

At least the following CHO failure scenarios need to be considered: Too Late CHO Execution, Too early CHO Execution, and CHO to Wrong Cell.  FFS on how CHO recovery applies to legacy HOs. FFS on other failure scenarios.

UE reports the time elapsed since CHO execution until connection failure to network (LS to RAN2).

the source node needs to know the candidate cell list and CHO execution condition(s). It is FFS on how the source node knows these information

if UE has experienced failure twice, UE reports information related with the two failures (LS to RAN2 for confirmation).

Try to capture DAPS handover failure cases as part of current definitions of handover failure types first. If not feasible, define a set of specific DAPS handover failure types.

For too late CHO, case 1, 2 and 3 will be considered, and case 4 and 6 will not be considered. FFS on case 5.

For too early CHO, case 1 and 2 will be considered. FFS on case 3 and 4.

For CHO to wrong cell, case 1-5 will be considered.

Resource optimization for CHO is deprioritized.

Data forwarding enhancements for CHO is deprioritized.

For CHO: 

- For too early CHO, case 3 and case 4 will not be considered.

- For mixed HO/CHO to wrong cell, case 6-10 are deprioritized

- WA: Reuse FAILURE INDICATION message and HANDOVER REPORT message to transfer failure related information for CHO.

For DAPS HO: 

- For failure cases in DAPS HO, case 10 will not be considered.

- For failure cases in DAPS HO, case 11 will not be considered as a failure case, but a case of successful HO 

- The case of ‘a legacy HO is executed though the UE is configured with DAPS HO configuration’ will not be considered in the scope of MRO

For CHO: 
For too late CHO, case 5 is deprioritized.

Reuse FAILURE INDICATION message and HANDOVER REPORT message to transfer failure related information for CHO. The detailed information in the messages needs to wait for RAN2’s progress. 

For DAPS HO: 

For failure cases in DAPS HO, case 3 and case 8 will not be considered.

For failure cases in DAPS HO, case 9 will not be considered. 

Reuse FAILURE INDICATION message and HANDOVER REPORT message to transfer failure related information for DAPS HO. The detailed information in the messages needs to wait for RAN2’s progress.

RAN3#114e:

For CHO: 

There is no ambiguous CHO failure across two CHO configurations.

Reuse the legacy MRO detection mechanism with extensions for CHO in stage 2 (i.e. separate failure type detection is not supported unless there is any failure case that can’t be covered).

For DAPS HO: 

LS to RAN2 is not needed for aligning DAPS HO failure scenarios.

It is pending to RAN2 on how to handle the case when both a HO Success Report and an RLF report are generated for the same HO.

Reuse the existing one UE RLF Report Container in the FAILURE INDICATION message or HANDOVER REPORT message to transfer failure related information for DAPS HO.

Clarify whether RAN2 agreed RLF-report for CHO is sufficient for MRO purpose before discussing network-based solution;

Whether CHO Cell CGI is needed in HANDOVER REPORT message;

Whether explicit Handover Report Type is needed in HANDOVER REPORT message for CHO;

Whether new initiating condition is needed in FAILURE INDICATION message for CHO;

Whether CHO recovery cell ID is needed in FAILURE INDICATION message;

Whether to reuse the existing one UE RLF Report Container in the FAILURE INDICATION message or HANDOVER REPORT message to transfer failure related information for CHO.

To be continued …

	10.3. Support of Data Collection for MDT

QUOTA:3 (was 2)
In cooperation with RAN2

Enhancements of logged and immediate MDT (including coexistence with IDC)

Enhancements of reporting, e.g. RLF and accessibility measurements, successful handover reporting

	10.3.1. Two-Step RACH Optimization

	10.3.2. Continuation of Selected Topics from Rel-16

	10.3.2.1. MDT Enhancements

Beam related UE configurations (including rs type, number of beams to average, the absolute threshold for the consolidation of measurement results) are out of RAN3 scope

Send an LS to SA5 asking whether section 4.1.2.15.2 in TS32.422 implies signaling of a URI for streaming trace reporting to LTE as part of the MDT configuration

RAN3 confirms the MDT coexistence with IDC issue for split architecture need to be solved. Solution is FFS.

RAN3 ‘s understanding is TCE can choose to filter/process RAN side measurements when UE suffer due to e.g. IDC.

Introduce IDC related IE for E1AP in BEARER CONTEXT SETUP and BEARER CONTEXT MODIFICATION procedure.

Introduce IDC related IE for F1AP in UE CONTEXT SETUP and UE CONTEXT MODIFICATION procedure.

The misalignment between RAN2 and RAN3 specs on the area scope configuration has been discussed in RAN3. Send a LS to RAN2 to check their preference.

The misalignment between RAN2 and RAN3 specs on the Frequency band info has been discussed in RAN3. Send a LS to RAN2 to check their preference.

In case propagation of Management Based MDT PLMN List IE at Xn inter-PLMN handover, AMF provide User consent in PATH SWITCH ACK message.
RAN3#114e:

RAN may receive MDT Configuration-EUTRA IE or MDT Configuration-NR IE or both of them from the AMF/OAM

No explicit configuration needed for On-demand SI measurement in NGAP.

Impact of On-demand SI measurement in XNAP depends on RAN2 progress.

Propagation of MDT user consent during Xn inter-PLMN handover, To be continued.

Failure indication for cross RAT logged MDTon NGAP to AMF? (FFS)

new Cause value “Valid RAT MDT configuration is missing” on XNAP? (FFS)

In NG, will a gNB just receive a MDT Configuration-EUTRA IE? (FFS)

In Xn handover, what will the gNB behavior when only received a MDT Configuration-EUTRA? Save it for potential handover to ng-eNB or regard it as an error? (FFS)

	10.3.2.2. MDT for MR-DC

In cooperation with RAN2 and RAN4

Scenario clarification:

MDT enhancement in MR-DC in rel-17 should consider the following scenarios:

- EN-DC (Rel-16 leftovers)

- NGEN-DC

- NE-DC

- NR-DC

Immediate MDT:

For management based immediate MDT in NR-DC, OAM provides the MDT configuration to MN and SN independently.

For MDT in NGEN-DC and NE-DC, the SN receiving the management based immediate MDT and the signaling based immediate MDT in EN-DC is taken as baseline.

M1/M2/M8/M9 can be supported by immediate MDT without further coordination between MN and SN in all MR-DC cases. 

Support of M4-M7 are pending RAN2 progress.

Logged MDT:

Whether log MDT can be configured either from MN or SN is pending to RAN2 progress.

Issue 4, MDT data Anonymization in MR-DC, propose to agree on:

The MDT anonymization process in EN-DC can be applied to all MR-DC use cases.

Add Management Based MDT PLMN List IE in S-NODE ADDITION REQUEST message. It could be discussed in phase 2 on the IE details and whether/how to add editor's note.

Add Cell Traffic Trace procedure in Xn AP

Revert agreement “Remove the restriction that only immediate MDT is supported for EN-DC” to align with RAN2 agreement that SN configuration for logged MDT in MR-DC are not introduced.

Introduction of signalling from MN to SN informing about UE eligibility for m-based MDT is pending company checking whether RAN2's agreement to not introduce SN configuration for logged MDT is applicable for NE-DC, NGEN-DC and NR-DC.
For NR-DC, same MDT configuration in MN and SN nodes is sufficient in Rel-17. 
Check RAN2 progress, to be continued…

	10.4. Support for L2 Measurements

QUOTA: 1 
If needed

In cooperation with RAN2

From RAN3 point of view, it is feasible that D3 is re-used to reflect the DL delay on F1-U/X2/Xn, D2.3 is re-used to reflect the UL delay on F1-U/X2/Xn.

No RAN3 spec impact; it is up to RAN2 to update their specs accordingly.

RAN3#113e:

Wait for RAN2 reply on R3-214466

	10.5. SON/MDT Optimizations for NR-U

QUOTA: 1 
Aiming to reuse the existing NR-U measurements

To be treated only if time allows

Agree to the introduction of the following metrics to the Resource Status Indication and Resource Status Reporting procedures over Xn:
-
To report, as part of load information for cells supporting NR-U, information about the time when the cell resources of the NR-U cell were accessible, i.e. when access to such resources by means of LBT was successful

-
During the time when NR-U resources are accessible, to report load metrics currently in the Xn: Resource Status Update 

-
To report such load metrics on a per cell and per NR-U channel (20MHz) granularity

Details on the metrics definition is FFS

Agree that the metrics above are collected at RAN level and have no UE impact

It is agreed that RAN3 analyses the applicability of the current MRO solution to NR-U. 

Shortfalls in the MRO solution with respect to NR-U deployments should be identified (if any)

Solutions (if any) should be described and possibly agreed

Once the use case and needed solutions are identified, RAN3 should involve RAN2 for further progress and convergence 

It is agreed that HO failure cases are prioritized when analysing whether MRO needs improvements for NR-U deployments

RAN3#114e:

Regard the data structure in R3-216178 as the starting point.

MRO support for NR-U requires the UE to provide new information pending to RAN2 progress in R17.

Enhancements to support NR-U to resolve HOF cases should be prioritised.

Whether information on other types of Channel Occupancy time percentages is included, e.g. Channel Occupancy time percentage for other NG-RAN nodes and their served UEs, is FFS

Discussions should focus on whether an NG-RAN node is assumed to measure what 3GPP mandated as essential or whether an NG-RAN node is assumed to measure more than that

Signalling of metrics representing Un-successful LBT events, LBT Backoff Time, LBT Sensing Duration is FFS

Signalling the ED threshold is FFS. The following should be clarified and questions may be added in an LS to RAN1 and RAN2:

How is the ED threshold configured

What is the ED threshold granularity (per channel, per cell, per UE…) 

It is FFS whether UE measurements would be needed to support MLB for NR-U and how NR-U channel occupancy and resource utilization in UL can be achieved

It is FFS how the UE should report information concerning LBT failure events

To be continued…

	11. Support of reduced capability NR devices WI

WID [NR_redcap]: RP-211574 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

	11.1. General

Time plan, skeletons, BLs

	11.2. Support for RedCap Capability Exchange
QUOTA: 1
LS to RAN2 R3-214422 Agreed

RAN3#114e:

Consider the following mobility handling scenarios for RedCap UEs, in terms of the target of mobility,

A.     Legacy gNB (Pre Rel-17)

B.      New gNB (Rel-17) permanently barring RedCap UE

C.     New gNB (Rel-17) where RedCap UEs are temporarily barred, e.g., for 1Rx or 2Rx RedCap UE; How frequent the barring would happen depends on RAN2 reply

D.     New gNB (Rel-17) allowing RedCap UE

Wait for RAN2 reply LS, continue the solutions discussion

To be continued...

	11.3. Support for the Extended DRX enhancements for RedCap UEs
QUOTA: 2
Based on progress in RAN2/SA2

Encode the Idle eDRX Cycle sent in NGAP Paging message with one of the following 3 solutions (still FFS also dependent on SA2 outcome):
Introduce one new Redcap eDRX Cycle IE for eDRX < 10.24s and one new Redcap eDRX Cycle IE for eDRX > 10.24s

Extend the existing Paging eDRX Cycle IE in TS 38.413 section 9.3.1.154.

Introduce only one new Redcap eDRX Cycle IE (for both > 10.24s and < 10.24s).

RAN3#114e:

Agree to introduce Paging eDRX Information IE into NGAP Paging message with only one new idle eDRX Cycle IE.  

WA: this IE is for NR and not only Redcap (take NR and add editor’s note in BL CR).

Agree to add the same Paging eDRX Information IE with the same one new idle eDRX Cycle IE in the NGAP Core Network Assistance Information IE. 

Agree to add a new Redcap Indicator IE into the NGAP Initial UE Message message.

Agree to add NR Redcap Indicator to the F1 Initial UL Message Transfer. 

Agree to add a Paging eDRX Information IE with one new eDRX cycle into XnAP Paging message.

Whether to add an additional Inactive eDRX Cycle over XnAP Paging

Whether to introduce separate IEs or one common IE for Paging eDRX Cycle over F1AP

Whether to add barring information from CU to DU 

To be continued...

	12. Additional enhancements for NB-IoT and LTE MTC WI

WID [NB_IOTenh4_LTE_eMTC6]: RP-201306 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

	12.1. General

Time plan, skeletons, BLs

	12.2. Support for Carrier Selection and Carrier Specific Configuration

QUOTA: 1 (was 2)
Based on coverage level

(e.g. maximum repetitions UL/DL, DRX configurations, etc.)

WA: Both EPC and 5GC scenarios are supported.

RAN3#114e:

Agree to wait RAN2 decision between RAN2 option 1 or option 2 to decide the RAN3 solution.

	12.3. Others

QUOTA: 1 

	13. Integrated Access and Backhaul Enhancements for NR WI

WID [NR_IAB_enh]: RP-210758 (target: RAN #95) [TU: 1 (1 2)]

	13.1. General

Time plan, skeletons, BLs

Boundary IAB-node: an IAB-node with one RRC interface terminating at a different IAB-donor-CU than the F1 interface. This definition applies to partial migration and inter donor redundancy and inter donor RLF recovery.

	13.2. Topology Adaptation Enhancements

RAN3-led

QUOTA: 3

	13.2.1. Inter-Donor IAB Node Migration

To enhance robustness and load balancing, and to reduce signaling load

The following cases for inter-donor migration are studied:

a) IAB-MT is migrated between IAB-donors.

b) IAB-MT is simultaneously connected to two IAB-donors

c) IAB-DU is simultaneously connected to 2 donor-CUs (common understanding is that we won’t break F1 interface principles)

d) IAB-MT performs RLF recovery at new IAB-donor

The migration mechanism should allow to migrate to another donor all or some devices (the IAB nodes and/or UEs directly or indirectly served by the top-level IAB node).

We assume that all parent-child relations are retained at the new donor

UEs and IAB-MTs should not be forced into connection re-establishment in order to migrate to a new donor

The following information should be made available to the new donor:

1. Contexts of all involved UEs,

2. Contexts of all involved MTs,

3. Contexts of all involved DUs,

4. Backhaul and topology-related information,

5. IP address information

Current signaling is taken as baseline for inter-donor migration of UEs and IAB-MTs

As baseline, IAB-MT migration should use a separate procedure w.r.t. the migration of the co-located IAB-DU, the served UEs and the served MTs

	13.2.1.1. Procedure Details

For IAB nodes connected to a single donor, IAB-MT migration between IAB-donors can support robustness and load balancing; the Xn handover preparation procedure is taken as baseline.

For IAB nodes connected to 2 donors, robustness and load balancing can be supported by using simultaneous connectivity

It is not precluded for an IAB node to have simultaneous F1 interfaces to 2 donor CUs using the concept of separate logical IAB-DUs in the same physical node

Given that the IAB-DU cells can only be configured by one donor at a time, the timing for the switching of such cells with respect to the migration of the collocated IAB-MT are FFS

As a consequence of adopting the Xn HO prep procedure as BL, the new IAB-donor needs to have an F1AP association with the IAB-DU holding the target cell before responding to the initiating message of the UE migration procedure 

UE-migration to the new IAB-donor requires security context/key change

For IAB-MT migration, continue to discuss full and gradual sequences to migrate IAB-MT, UEs and descendent nodes

WA: NRDC is supported as a baseline procedure for the IAB-MT’s simultaneous connectivity to two IAB-donors; DAPS-like solution is not precluded

Liaise RAN2 to discuss use cases, functionality, and protocol stack of DAPS-like solutions for IAB.

RRC Reestablishment procedure of the migrating (top-level) IAB-MT is BL for inter-donor RLF recovery of a single-connected IAB-node

For a single-connected IAB-MT:

The procedure for inter-donor migration of a (top-level) migrating IAB-MT supports:

- reuse Xn handover procedure of the (top-level) migrating IAB-MT between two parent nodes connected to different IAB-donors, and

- the migration of F1 transport path for the collocated and all descendent IAB-DUs (i.e. the anchor nodes for the logical F1 connection do not change)

Inter-donor migration may terminate after top-level IAB-MT migration

WA:

migration of collocated IAB-DU after the migration of the (top-level) migrating IAB-MT, is not precluded

If collocated IAB-DU is migrated, the Inter-donor migration procedure involves, among others: 

- the establishment of an F1-C association to the target donor, and 

- the context migration of the IAB-DU’s UEs and child IAB-MTs to the target CU.

Xn signaling for IAB-MT’s migration may include information for the migration of F1 transport to the target path such as new IP addresses and/or default mappings; default mappings are used for F1-C and non-F1; exact XnAP procedure to be used is FFS

For CU-based IP address allocation:

Xn

The following information is needed from source donor CU to target donor CU 

- information about IP address(es) requested for the IAB node (in RRC container)

F1

- The target donor CU may obtain IP address(es) from the target donor DU (current Rel-16 procedure)

Xn

The following information is needed from target donor CU to source donor CU:

- IP address(es) allocated to IAB node (in RRC container)

FFS whether target donor may also explicitly signal IP addresses in the Xn message to the source donor-CU

One common inter-donor topology transport mechanism should be defined for all scenarios where traffic between a donor and an IAB DU traverses the network under another donor; FFS whether it is possible to achieve a common signaling design for all scenarios

For an MT with simultaneous connectivity to two IAB-donors, per-F1-U tunnel load balancing should be supported

For an IAB-MT with simultaneous connectivity to two IAB-donors, it should be possible to keep its collocated IAB-DU, all UEs and descendent nodes at donor 1 while routing their F1-U connections via the top-levelmigrating IAB-MT’s link with donor 2.

When the IAB-node performs RLF recovery via RRC Reestablishment at a new IAB-donor-CU, ongoing F1 transport connections of the IAB-node and its descendent nodes with the original donor may be retained and rerouted via the recovered path

For the recovery of RLF occurring on one link for an IAB-MT with simultaneous inter-donor connectivity, all traffic can be rerouted to the other path without need for IAB-DU migration.

Agree on the following terminologies and definitions:

- Boundary IAB node: IAB-node, whose IAB-DU is terminated to a different IAB-donor-CU than a parent DU

- Partial Migration: the boundary IAB-MT is migrated to the 2nd IAB-donor-CU, while the boundary IAB-DU and descendant IAB node(s) (if any) are terminated to the 1st IAB-donor-CU.

- Full Migration: the boundary IAB node and the descendant IAB node(s) (if any) are migrated (both RRC and F1 connection) to the 2nd IAB-donor-CU from 1st IAB-donor-CU.

For IP address assignment of boundary IAB node (outer IP address assignment for IPSec tunnel mode) during inter-donor migration (regardless of Partial migration or Full migration)

- IP address request via RRC container relies on RAN2 inputs

- The new IP address(es) should be explicitly provided to the source donor CU for IPSec transport mode (non-IPSec case FFS). 

-- FFS on which signaling is used (Handover Request ACK message vs. GNB-DU CONFIGURATION UPDATE message)

-- FFS on whether it is applied for IPSec tunnel mode 

- FFS on providing the coupling of IP addresses used in the CU1 network and in the CU2 network

- FFS on updating IP address of source IAB donor CU

St2 procedure for the inter-donor migration to include the following phases:

Phase 1: Serving cell change of the boundary IAB-MT using Xn handover. 

Phase 2: Migration of F1 transport path. 

UEs accessing to boundary IAB node and to descendant node(s) shall not be impacted by the F1 transport path migration. 

The following two implementation alternatives, which involve two logical IAB-DUs at the boundary IAB node, are to be further discussed in the scope of Full Migration:

- Alt1: the two logical DUs use separate physical cell resources

- Alt2: the two logical DUs use the same physical cell resources

For the boundary node, the following is supported for the IP addresses assigned by CU2 (target CU):
Assignment: assignment of address(es) from CU2 network that replace address(es) from CU1 (source CU) network.

Addition: assignment of additional addresses from CU2 network, after inter-donor migration/inter-donor topology redundancy setup.

inter-donor RLF recovery cases are FFS

Replacement: an address from CU2 network is replaced by another address from CU2 network.

Procedures to be used are FFS

Release: an address from CU2 network is released.

The node initiating the execution of the above functionalities is
Assignment: CU1. 

Clarification: CU1 initiates the assignment via an RRC container as part of Xn signalling 

Addition: the boundary node.

Replacement: CU2.

Release: CU2. 

It is FFS if the Release procedure can be triggered by the boundary node

Note: procedures are not within scope of this proposal, only the initiating node is

For network-based IP address allocation, the existing XnAP HO signalling be used for carrying the RRC containers for IP address assignment to the boundary node.
WA: For no IPsec/IPsec transport mode, the source CU can be notified via F1AP signalling about the network IP addresses assigned to the boundary node by CU2.

FFS if CU1 needs to know the outer IP addresses for IPSec tunnel mode

Xn based signalling can be considered if benefits can be proven/agreed

No dedicated signalling is needed to enable coupling of IP addresses in CU1 and CU2 networks.
RAN3 studies enhancements on how to avoid reconfiguration of the descendant nodes (e.g., the reconfiguration of IP addresses) in the AI 13.2.2 on reduction of service interruption.
Regarding the processing at the boundary node:
RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.

RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.

FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.

RAN2 to be liaised with respect to the points above.

For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively.

Partial inter-donor migration can be revoked. FFS on whether it needs enhancement to current procedures. 

In partial inter-donor migration procedure, MOBIKE may be applied to update the outer address without changing the inner address.

RAN3#114e:

For IP address addition, non-F1-terminating CU to configure IP addresses on the boundary node via Rel-16 RRC signalling, and boundary node reports the F1-U IP addresses it wants to use via Rel-16 F1AP signalling to the F1-terminating CU.

The non-F1-terminating CU to use Rel-16 RRC procedures for replacement and release of IP addresses at the boundary node. 

The F1-terminating CU sends the information necessary for the non-F1-terminating CU to configure the DL mapping on its Donor-DU.

WA: F1AP is used for header-rewriting configuration on the boundary node.

A new Xn procedure is introduced to enable the inter topology migration of F1 transport. FFS if UA or NUA Xn procedure.

For IP address reconfiguration of descendent nodes, if needed:

An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.

The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.

The same Xn procedure is used for partial migration, inter-donor redundancy and RLF recovery.

As the baseline, the reconfiguration of the descendent node occurs after the establishment of the target path. FFS on further details. 

WA: The following information is exchanged between F1-terminating CU (CU1) and non-F1-terminating CU (CU2) for boundary node traffic:

CU1->CU2

QoS info per traffic type for non-UP traffic and per one or bundle of F1-U tunnels for UP traffic; content is FFS.

DL IP address info 

CU2->CU1

DL: IPv6 FL/DSCP value 

UL: UL boundary node configuration, e.g., UL BH mapping, for each QoS info; pending RAN2.

For revocation of partial migration, this procedure is initiated by the non-F1-terminating CU. It is FFS whether the Xn Handover is used procedure. It is FFS that the initiation of revocation can be triggered by the F1-terminating CU.

RLF recovery uses the existing Xn procedure for fetching the context of the boundary IAB-MT, and the new Xn procedure for enabling the inter topology migration of F1 transport.

For IP address allocation during RLF recovery, same mechanisms to be used as for partial migration.

Way forward: Discussions on IAB full migration are stopped for Rel17. The topic may be addressed in future releases.

RAN3 to discuss how CU1 sets IPv6 FL in DL packets of IKE/SCTP-INIT handshakes during migration if it doesn’t know with which IAB-DU it communicates at this stage.

RAN3 to discuss how to align the IPv6 FL in the outer IP header with the IPv6 FL in the inner IP header for IPsec tunnel mode with separate SeGW.

It is FFS how to allow boundary node to report F1-C and other types of IP addresses 

It is FFS whether the CUs retain the Xn AP IDs after the non-F1-terminating CU has sent the UE Context Release message to the F1-terminating CU. 
To be continued... 

	13.2.1.2. CHO and DAPS

Discuss how to support simultaneous connectivity with 2 donors, to reduce service interruption; potential solutions may include dual-protocol-stack solutions (“DAPS-like”); FFS whether the same solution also applies to descendant nodes

The simultaneous connectivity dual-protocol-stack solutions (“DAPS-like”) of an IAB node should allow at least DL simultaneous transmission of BH traffic carried on BH RLC channels, on the paths to both donors.

Rel-16 CHO can be considered as baseline for the discussion of CHO for IAB; further analysis is expected

Rel-16 CHO is supported for INTRA-donor migration of IAB-MT

FFS whether the descendant nodes and UEs receive RRC reconfiguration messages before migrating IAB node connects to target path

RAN3 further studies “DAPS-like” solution after RAN2 has conclusions

For inter-donor IAB topology adaptation, Rel-16 CHO is applied as is, and it is applied to the boundary IAB node.

Topic considered to be an optimization. Topic on hold until inter-donor IAB-node migration is resolved

	13.2.2. Reduction of Service Interruption

Due to IAB node migration and backhaul RLF

Topological redundancy should be considered as one mean among others for service interruption reduction. 

We shall consider how to reconfigure descendant nodes in order to reduce service interruption during migration

Discuss mitigation of packet loss and reduction of unnecessary transmissions during IAB-node migration.

Intra-Donor:

The RRCReconfiguration to the descendant IAB can be transferred via the source path, i.e. before the migrating IAB detach from source parent cell.

Study the packet loss mitigation in intra-donor migration, e.g. further clarify the scenario for packet loss and possible solutions. 

Discuss the avoidance of unnecessary transmissions in intra-donor migration (including the scenario of RLF recovery), with focus on RAN3 impact. 

Inter-Donor:

Study the solution for the baseline RLF scenario, where IAB node experiencing RLF can connect only to 1 donor at a time.

An RRC indication is provided to the migrating IAB node on whether it is undergoing inter- or intra-donor migration. This indication also applies to RLF recovery. FFS on the content of the indication. 

The issue on Reduction of Service Interruption for inter-Donor case will be discussed after the basic migration procedure is determined.

For intra-donor migration:

Use concurrent TNL migration of all descendant nodes during intra-donor topology adaptation to reduce interruption time. 

Consider the following options to support transferring RRCReconfiguration for descendant IAB over source path 

- Sol1: the RRCReconfiguration for the child IAB is buffered in the parent DU, and it is only sent to the child IAB when a prerequisite step is satisfied/performed.

- Sol2: the RRCReconfiguration for the child IAB is buffered in the child IAB-MT, and it is only executed when a prerequisite step is satisfied/performed.

- Sol3: the RRCReconfiguration for the child IAB is not buffered in the parent DU or child IAB-MT, and is executed by the child IAB-MT upon reception. 

- Sol4: by CU proper implementation. CU control the time to send RRCreconfiguration for each descendent IAB-node, the parent node of each IAB-node does not need to buffer their RRCReconfiguration, and each IAB-node can apply the RRCReconfiguration just when receiving it.   

Agree inter-donor-DU re-routing can be used to address UL packet loss. FFS on other enhancement when re-routing cannot address UL packet loss or re-routing is unavailable; FFS on enhancement to address unnecessary DL transmission

WA: MOBIKE can be used to reduce service interruption during Intra-Donor-CU Inter-Donor-DU Topology Adaptation. FFS whether it affects RAN3 specification. 

For intra-donor migration, the solution set to support transfer of RRCReconfiguration for descendent IAB node over source path is limited to solutions 1 and 2. Further down-selection is expected.

No other enhancements are required to address potential UL packet loss when inter-donor-DU re-routing is not possible.

To reduce the service interruption during intra-donor migration, the Step 11 can be performed before Step 3 (only stage-2 impact is needed). 

The RRCReconfiguration transfer in Solution 1 and RRCReconfiguration execution in Solution 2 can take place as soon as the routing table at migrating IAB node has been updated to have one or more entries for the target path, and there is RACH success of IAB-MT of migrating IAB-node.

Agree stg-2 TP in R3-214398 to reflect MOBIKE and Proposal 1

In Rel-17, the following aspects aiming at avoiding unnecessary DL transmissions will not be specified:

the avoidance of unnecessary DL data transmission over the source path between IAB donor CU and migrating IAB node

the transmission of in-flight DL packets buffered at migrating IAB node and its descendant node(s), after the migration

RAN3#114e:

WA: Solution 1 for delivery of RRCReconfiguration over the source path in intra-donor migration is agreed. This WA can be revisited if RAN2 raises objections/remarks. 

RAN3 to discuss avoidance of descendant node reconfiguration (e.g., an IP tunnel between Donor-DUs) after the baseline solution for inter-donor migration (that implies reconfiguring of descendant nodes) has been settled.  

No further enhancements for the avoidance of unnecessary UL transmissions, other than local UL rerouting, are specified in Rel-17. 

Check RAN2 progress, to be continued...

	13.2.3. Topology Redundancy

Including support for CP/UP separation and for improved robustness and load balancing

Dual connectivity scenarios defined by RAN2/RAN3

Consider Scenario 1 and 2 for CP/UP separation:

Scenario 1: F1-C via M-NG-RAN node (non-donor node) + F1-U via S-NG-RAN node (donor node)

Scenario 2: F1-U via M-NG-RAN node (donor node) + F1-C via S-NG-RAN node (non-donor node)

Analyze Scenario 1 and Scenario 2 for inter-Donor Topology Redundancy, with the principle that an IAB-DU only have F1 interface with one Donor-CU:

Scenario 1: the IAB is multi-connected with 2 Donors. 

Scenario 2: the IAB’s parent/ancestor node is multi-connected with 2 Donors. 

Routing Enhancement via descendant node can be discussed later or after RAN2 decision.

local re-routing scenario other than RLF can be discussed later or after RAN2 decision.

inter-Donor-DU re-routing can be discussed later or after RAN2 decision.

Deprioritize Multi-Route Support with data split in IAB.

Multi-MT Support is FFS in RAN3 pending RAN2

CP-UP separation:

In Rel-17 eIAB, the following two scenarios are supported for CP-UP separation:

 - Scenario 1: F1-C uses NR access link via M-NG-RAN node (non-donor node) + F1-U uses backhaul link via S-NG-RAN node (donor node)

- Scenario 2: F1-U uses backhaul link via M-NG-RAN node (donor node) + F1-C uses NR access link via S-NG-RAN node (non-donor node)

An LS to RAN2 can be prepared to include the following information:

- RAN3 decides to support the CP-UP separation in two new scenarios as described in Proposal 1

- RAN3 identifies the potential RAN2 impacts: 1) NR RRC for F1-C transfer path configuration, and 2) NR RRC message(s) to include F1-C traffic container

Inter-donor topology redundancy:

In Rel-17, RAN3 agrees to support the following scenarios for inter-donor topology redundancy with the principle that an IAB-DU only has F1 interface with one Donor-CU:

 - Scenario 1: the IAB node is multi-connected with 2 Donors. 

 - Scenario 2: the IAB node’s parent/ancestor node is multi-connected with 2 Donors.

The inter-donor topology redundancy is applicable for F1-U traffic:

- FFS on how to support data transmission of UE bearers via 2 donors.

- FFS on the granularities of the load balancing for F1-U traffic.

The inter-donor topology redundancy is applicable for F1-C traffic. FFS on granularities for F1-C traffic.

As a starting point, the F1 interface of the boundary IAB node and descendant IAB node(s) terminate to the same donor. The following open issues need further discussion:

- FFS at which of the two donors these F1 interfaces terminate

- FFS if boundary and descendent IAB-nodes can have their F1 interfaces terminate at different donors.

In inter-donor topology redundancy, the traffic may be sent from one donor CU directly to the donor DU of another donor and further towards the IAB node, without passing through additional donor CU(s).

To support CP-UP separation, the node terminating F1 interface for the IAB-node determines the transfer path of F1-C traffic

The F1-terminating donor initiates the traffic offload to the other donor’s topology

To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.

The boundary IAB node belongs to two topologies of two donor CUs

Inform RAN2 to consider the following options for BAP routing across two topologies, i.e.,

- opt1 OAM based solution

- opt3 routing via a new unique identity (e.g., extended BAP address with CU component, separate set of (e)LCIDs)

- opt4 BAP header rewriting based on BAP routing ID at e.g. the boundary node

- opt5 BAP header rewriting based on IP header at, e.g., the boundary node (seems to also impact RAN2)

Both F1-termination node and non-F1-termination node can assign IP address(es) to the boundary IAB node

In inter-donor topology redundancy, the granularities of the load balancing is per TNL association for F1-C traffic.

The BH RLC channel management for each BH link is controlled by the CU who controls the topology containing the BH link.

For CP-UP separation scenario 1, the IAB-MT can select a parent of the non-donor node based on IAB-supported indication in SIB defined in Rel-16. 
Confirm RAN2 agreement that F1-C-over-RRC and F1-C-over-BAP should not be simultaneously supported on the same parent link.
For OAM-based donor selection, the IAB-node indicates the F1-terminating donor node by signaling its IP address(es) to this donor node using the Rel-16 RRC-based signaling mechanism.

For donor-based IP-address allocation, the MN determines the F1-terminating node.

The F1-terminating node determines if CP-UP separation or redundancy is used.
The CU’s outer IP address can be configured via OAM (no change with respect to Rel-16)

WA: boundary and descendant nodes may have a different F1-termination node.
Inter-topology BAP routing option 4 is supported. 
For inter-donor-routing options 4 and 5, the inter-donor dual-connected boundary node has a unique BAP address in each topology, which is assigned by the donor in the respective topology and cannot be used by any other IAB-node in that topology.
The boundary-node’s two BAP addresses can have the same or different values.

The F1-terminating donor sends the QoS information (content FFS) to the non-F1-terminating donor with the granularity of BH RLC CH or F1-U GTP-U tunnel for UP traffic, or non-UP traffic type for non-UP traffic (FFS whether for UP traffic we go for the 1st or the latter option, or both)

1a: RAN3 assumes that the boundary node has only one BAP address in each topology.

1b: RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.

1d: Liaise RAN2 to consider RAN3’s preferences when discussing BAP processing at the boundary node.

1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.

2a: The QoS info can be passed gradually using multiple Xn messages.

2b: As a baseline, RAN3 assumes that each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node are constraint to 1:1 and N:1. Support for 1:N mapping is FFS. RAN3 to liaise RAN2 on this assumption.

2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.

If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration.

RAN3#114e:

Procedure

Agree to wait for RAN2's progress on BAP operation (e.g., header rewriting, routing, bearer mapping) 

E2E QoS requirement are divided into two parts: provided by its own topology fragment, provided by the non-F1-terminating CU’s topology fragment, which is up to implementation of CU1.

For DL descendent node traffic:

CU1->CU2:

-
QoS info. 

-
A list of DL IP addresses 

-
FFS: L2 info (e.g. egress BAP routing ID, egress BH RLC CH)

CU2->CU1

-
for each traffic: a list of {DSCP/IPv6 flow label, ingress BAP routing ID, ingress BH RLC CH ID} 

-
FFS: prior-hop BAP address

For UL descendent node traffic:

CU1->CU2:

-
QoS info. 

-
FFS: ingress BAP routing ID, ingress BH RLC CH

CU2->CU1

-
for each traffic,: egress BAP routing ID, egress BH RLC CH ID

-
FFS: next-hop BAP address for UL

FFS: additional info, stage-3 details for signaling design.

WA: If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.

The granularity of the informed QoS requirement info is "per GTP-U tunnel”or "per group of GTP-U tunnels"

About non-F1-U traffic type, the information to be exchanged between the F1-termination donor and non-F1-termination donor include:{ UE-associated F1AP, non-UE-associated F1AP, non-F1 }, FFS for other info.

CP/UP separation
Agree to add "IAB Node Indication" to set up dual-donors DC for the IAB node, for scenario 1.

A node broadcasting "IAB-support" supports full IAB functionality, RAN3 will not pursue to define a third type of donor node (broadcasting "IAB-support" but not support full IAB functionality)

Continue to discuss if any further information are needed to be exchanged between CU1 and CU2 for DL/UL descendent node traffic handling

Whether to introduce an explicit request for MN to indicate to SN its intention to send F1-C traffic over SRB.

Whether to introduce any enhancements to support revoking mechanism for DC case, to be continued...

	13.3. Transport Enhancements

QUOTA:2
RAN2-led

To improve topology-wide fairness, multi-hop latency and congestion mitigation

	13.3.1. Congestion Mitigation

UP-based and CP-based approaches for DL congestion mitigation in IAB networks are complementary.

In IAB DL end-to-end flow control, the access node sends feedback to the donor-CU-UP. 

Discuss the improvements to DDDS for IAB UP-based congestion mitigation (e.g. packet marking, highest PDCP SN received from parent node, receiving data rate, received data volume).

The measures taken by the donor-CU-CP based on the CP-based approach are up to implementation.

End-to-end UL flow control is deprioritized in Rel17.

An IAB node at the parent side of a congested backhaul link may send a congestion indication to the IAB-donor-CU-CP.

So far the following solutions for IAB DL end-to-end flow control are on the table:

- Highest PDCP SN received from parent node;

- Bitmap of PDUs transmitted to lower layers out of sequence;

- Packet marking;

- Received volume and Receiving data rate.

- “do nothing” option, i.e. use current DDDS as it is

The CP-based congestion indication may contain reporting:

- per BAP routing ID and/or

- per child link and/or

- BH RLC CH ID

(downselection is FFS).

The CP-based congestion indication reuses the F1AP GNB-DU Status Indication procedure.

The CP-based congestion indication pertains to DL congestion.

Consider the following two options for the UP-based approach to IAB congestion mitigation:

- No enhancements;

- Packet marking-based approach.

The following two types of congestion indication are supported in CP-based congestion mitigation: 1) per child link; 2) per BH RLC CH ID. Which type of congestion indication to be reported could be up to implementation. FFS on per BAP routing ID. 

The trigger for sending the CP-based congestion indication is up to implementation.

The congestion level is not introduced for CP-based congestion indication report.

The handling with respect to simultaneous presence of IAB Congestion Indication IE and the gNB-DU Overload Information IE is up to implementation.

The “do nothing” option, i.e. use current DDDS as it is, is selected for IAB DL end-to-end UP-based flow control.

No consensus to TP update, BL will be kept as it is now.

RAN3#114e:

the value of the maxnoofIABCongInd is set to 1024

Not to specify the MPS exemption for IAB congestion indication.

With the proposals, the WAs made by last meeting are still valid:

WA: per-BAP routing ID congestion indication will not be pursued in this release.

WA: the presence of Child Node Identifier IE is Mandatory.

To be continued...

	13.3.2. Multi-Hop Performance: QoS, Latency, Fairness

Topology-wide fairness can be discussed in RAN2 first. 

Local re-routing in other scenarios, e.g. congestion mitigation, load balancing can be discussed in RAN2 first.

Inter-donor-DU local re-routing in Rel-17 IAB should be supported; details are FFS

To address the potential UL packet discarding problem in inter-donor-DU re-routing case, discuss the following solutions (the case where donor DUs belong to different CUs is not precluded):

- The target IAB-donor-DU is provided with the source IP address of re-routed packets

- Suspend/disable the source IP filter in target IAB-donor-DU and transport network node(s)

- Only allow re-routing among a configured subset of IAB-donor-DUs, where source IP filtering is not activated.

In the inter-donor-DU re-routing case, the issue 2, i.e. how to achieve BAP routing towards the target donor DU for re-routed packets: wait for RAN2 progress

Further evaluate following solutions to address the source IP filtering issue during inter-Donor-DU re-routing:

 Opt1: The target IAB-donor-DU is provided with the source IP address of re-routed packets.  

 Opt4: a tunnel between source Donor-DU and target Donor-DU. The tunnel may be dynamic or static, pending further discussion.   

Discuss the enhancement related to BAP routing towards the target IAB-donor-DU, after RAN2 takes a decision. 

 Discuss the enhancement related to Multi-hop latency, after RAN2 takes a decision.

To address the source IP filtering during inter-Donor-DU re-routing, Option 4 (i.e. IP-based tunneling between IAB-donor-DUs) is considered. FFS on whether providing source IP address to target donor DU. 

RAN3 further discusses whether static or dynamic tunnel is established between IAB-donor-DUs for option 4.

RAN3 discusses the enhancement related to BAP routing towards the target IAB-donor-DU, after RAN2 make a decision.

RAN3#114e:

For inter-Donor-DU re-routing, the re-routed packet is only allowed to be transmitted between IAB-donor-DUs.

The static tunnel is selected to be established between IAB-donor-DUs for inter-donor-DU re-routing.

The re-routed packet between IAB-donor-DUs can be an UL IP packet without BAP header.

Target donor-DU determines the UL packet to be re-routed, by comparing IP prefixes and/or a list of IP address(es) configured by donor-CU, and the source address field of the UL IP packet.

It is up to donor-CU implementation about when to send to target donor-DU the information used for distinguishing the re-routed UL packets. 

How target donor-DU knows which tunnel a re-routed UL packet should be delivered to.

The enhancement related to BAP header rewriting for inter-donor-DU rerouting, after RAN2 makes a decision, if needed.

To be continued…

	13.4. Support for Duplexing Enhancements

RAN1-led

Enhancements to resource multiplexing between child and parent links of an IAB node

	13.4.1. Resource Multiplexing of Child and Parent Links and CLI Management

QUOTA: 1
To support simultaneous operation of child and parent links

IAB-specific CLI management should be considered in Rel-17. The specific scenarios should be first defined in RAN1 and potential enhancements should take the existing Rel-16 CLI measurements/signaling as the starting point.

The inter-donor resource multiplexing considers the following two scenarios:

-
Scenario 1: Inter-donor migration/RLF recovery for single connected IAB-node

-
Scenario 2: Inter-donor topology redundancy for dual-connected IAB-node

Agree the following assumption for the inter-donor resource multiplexing: 

-
The IAB-DU’s resource configuration can be provided by the F1-terminating donor. This also applies if child and parent DUs connect to different donors.

The non-F1-terminating donor of the boundary node should be aware of the boundary node’s multiplexing info and the boundary IAB-DU’s activated cell list. 

The F1-terminating donor of the boundary node forwards the boundary IAB node’s multiplexing info and the boundary IAB-DU’s activated cell list to the non-F1-terminating donor.

The parent node, which is controlled by the non-F1 terminating donor of the boundary IAB node, should also be aware of the boundary IAB-DU’s cell configurations.

The content of the boundary IAB-DU’s cell configurations to be sent to boundary node’s parent node should include: H/S/NA resource configurations, DL/UL resource configurations, the multiplexing info, and cell specific signal/channel configurations of boundary IAB-DU’s cells.

RAN3 inform RAN1 to discuss the resource coordination between parent link of the boundary IAB node and its child link, and indicate that RAN3 considers the following solutions (other solutions are not precluded):

-
Option 1: The child node’s gNB-DU cell resource configuration is matched to the parent node’s gNB-DU’s resource configuration.

-
Option 2: The parent node’s gNB-DU resource configuration is matched to the child node’s gNB-DU’s resource configuration.

-
Option 3: A boundary node should connect only to a new parent with which it has a non-conflicting TDD and H/S/NA pattern beforehand.

RAN3 inform RAN1 to discuss the resource coordination between two parent links for dual connected boundary node, and indicate that RAN3 considers the following solutions (other solutions are not precluded):

-
Option 1: The gNB-DU cell resource configuration of the parent node controlled by the F1-terminating donor of the boundary node, is matched to another parent’s gNB-DU’s resource configuration. 

-
Option 2: The gNB-DU cell resource configuration of the parent node controlled by the non-F1-terminating donor of the boundary node, is matched to another parent’s gNB-DU’s resource configuration. 

-
Option 3: The secondary leg of a boundary node is established only towards a secondary parent whose H/S/NA configuration is compatible with the H/S/NA configuration of the master parent beforehand.

RAN3 wait for RAN1’s progress on the CLI management issue.

RAN3 inform RAN1 on the agreements about the inter-donor resource multiplexing issue.

Wait for RAN1 progress on whether need to forward additional information. 

RAN3#114e:

The F1-terminating donor of the boundary node forwards the boundary IAB node’s resource configuration information to the non-F1-terminating donor, via following XnAP procedures:

- retrieve UE context procedure,

- handover preparation procedure, 

- SN addition procedure, 

- MN initiated SN modification procedure.

- SN initiated SN modification procedure 

Following information are exchanged over Xn interface via the procedures in Proposal 1-1

Activated cell list.

H/S/NA resource configurations.

DL/UL resource configurations.

Multiplexing info.

Cell specific signal/channel configurations, including at least: SSB information, CORESET 0, and RACH configurations) from/for different parent nodes.

other higher layer parameters listed in R1-2110573

Parent node is aware of boundary IAB-DU cell configurations via the F1AP GNB-DU RESOURCE CONFIGURATION message

Enhancing F1AP signaling to support per-child MT link-NA resource configuration in DC scenario. 

For Resource compatibility between the two parents, CU1 and CU2 coordinate with each other. 

For enhancing F1AP signaling to support per-child MT link-NA resource configuration in DC scenario, the further discussion considers including a list of associated child IAB-MT IDs (e.g. gNB-DU UE F1AP ID) in the F1AP message, and RAN1 progress, etc. FDM 
Whether RAN3 need to ensure that the configurations are applied at the same time.
To be continued…

	13.4.2. Others

Wait for RAN1 on SDM/FDM support

	13.5. Others

QUOTA: 1

	14. Further Multi-RAT Dual Connectivity Enhancements WI

WID [LTE_NR_DC_enh2-Core]: RP-201040 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

	14.1. General

Time plan, skeletons, BLs

Work split for BL CRs among companies agreed at RAN3 #111-e

	14.2. Signaling Support for Efficient Activation/Deactivation for One SCG and SCells

QUOTA: 2

Support for one SCG applies to (NG)EN-DC and NR-DC

MN initiated SN modification procedure can be used for support of SCG (de)activation, and SN can decide whether to accept or reject SCG (de)activation request after receiving SN modification request message.

Activity Notification message sent from SN to MN, can be used for the MN to make final decision on SCG (de)activation. It is FFS whether no spec impacts or the Activity Notification message shall be enhanced, e.g., add a new SCG (de)activation suggestion IE.

MN can initiate SCG (de)activation during SN addition procedure, SN can decide whether to accept or reject SCG (de)activation request after receiving SN addition request message, FFS on how to reject it.

Add a new IE in the SN addition request message to indicate at least the de-activation, while the detail code of this new IE is FFS.

Add a new IE in the SN addition response message to indicate at least the de-activation result, while the detail code of this new IE is FFS.

Add a new IE, e.g., “SCG activation requested” with two codepoints in the SN modification request message in order to indicate the SCG is requested to activate or de-activate.

Add a new IE, e.g., “SCG activation result” with two codepoints in the SN modification response message in order to indicate the SCG is activated or de-activated.

Add a new IE in the UE context setup request message to indicate at least the de-activation, while the detail code of this new IE is FFS.

E.g., if the IE is set to 1 or not existed, the SCG is requested to activate.  If the IE is set to 0, the SCG is requested to de-activate.

Add a new IE in the UE context setup response message to indicate at least the de-activation result, while the detail code of this new IE is FFS.

Add a new IE, e.g., “SCG activation requested” with two codepoints in the UE Context Modification request message in order to indicate the SCG is requested to activate or de-activate.

Add a new IE, e.g., “SCG activation result” with two codepoints in the UE Context Modification response message in order to indicate the SCG is activated or de-activated.

RAN3 does not enhance Activity Notification for the sake of supporting SCG (de)activation for the MN initiated SCG (de)activation. 

WA: RAN3 does not enhance Activity Notification for the sake of supporting SCG (de)activation for the SN initiated SCG (de)activation.

F1 interface enhancement to support SCG (de)activation reuses the principle in Xn interface regarding: 

Codepoint design for SCG (de)activation for UE context setup

Whether/how DU can reject the SCG (de)activation during UE context setup procedure

Whether/how DU can reject the SCG (de)activation during UE context modification procedure

WA:E1 interface enhancement to support SCG (de)activation is needed to let CU-UP be aware of the SCG state. 

RAN3 supports SCG (de)activation during SN initiated SN modification.

In the SN addition request message, to set SCG (de)activated, two codepoints are supported (i.e. one for SCG activation, another for SCG deactivation).

A new cause value will be introduced to indicate the reason to reject SCG (de)activation. FFS what exactly value.

MN initiated SN modification procedure:

For SCG (de)activation during MN initiated SN modification, SN can reject the SCG (de)activation when accepting SN modification request with clarification on the conditions

SN addition procedure:

FFS whether to support partial rejection for SCG (de)activation during SN addition.

SN initiated SN modification procedure:

RAN3 does not enhance Activity Notification for the sake of supporting SCG (de)activation for the SN initiated SCG (de)activation.

Partial rejection is not supported for SN initiated SCG (de)activation during SN modification procedure.

New cause value:

The use of the new Cause is not limited to particular scenarios, and it will be up to implementation.

WA: Define a general cause value, e.g., Failure due to SCG (de)activation, to indicate that the request is rejected due to the rejection of SCG (de)activation. FFS whether specific reasons shall be defined.

E1 and F1 related issues:

The codepoint design for SCG (de)activation during UE context modification also reuses the principle in Xn interface.

CU/CU-CP makes the final decision of SCG (de)activation. FFS how to obtain the assisting information from DU or CU-UP and the content of the assisting information.

RAN3#114e:

SN addition procedure:

For SCG deactivation during SN addition, SN can reject the SCG deactivation when accepting SN addition request. FFS on the condition description. 

Add the same indicator as for MN initiated SN modification procedure in SN Addition Request Acknowledge message to indicate the SCG is activated or deactivated for SCG deactivation. FFS on the IE naming for the indicators. 

E1/F1 interface related issues:

Wait for RAN2 progress before discussing whether gNB-DU can request SCG (de)activation via UE Context Modification Required message.

CU-UP shall be aware of the SCG (de)activation state.

E1 interface signalling shall be used to inform CU-UP about SCG (de)activation status. 

Use E1 and F1 inactivity notification procedures as the base line to provide the assisting information for CU-CP.

For SCG (de)activation during MN initiated SN modification, SN can reject the SCG (de)activation when accepting SN modification request.

The SCG Activation Request IE with two codepoints “activate SCG, deactivate SCG” shall be used in the SN Addition Request and SN Modification Request messages. FFS on the IE name in the SN Modification Required message.

The SCG Activation Status IE with two codepoints “SCG activated, SCG deactivated” shall be used in the SN Addition Request Acknowledge and SN Modification Request Acknowledge messages.

WA: Introduce a new IE to inform CU-UP about SCG (de)activation status.

FFS whether SN can reject the SCG activation when accepting SN addition request during SN addition.

FFS on the exact value(s) for the new cause value(s).

FFS whether/how to enhance the E1 and F1 inactivity notification procedure.

FFS on the IE name in the SN Modification Required message. 

To be continued…

	14.3. Signaling Support for Conditional PSCell Change/Addition

QUOTA: 2

Supporting scenarios which are not addressed in Rel-16 NR mobility WI

Discuss CPAC in (NG) EN-DC and NR-DC.

Start to Focus on CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC, if time allows, other cases can be discussed pending to RAN2 progress

Start CPAC discussion based on the conventional DC procedures:

CPA: SN addition procedure for CPA

MN initiated inter SN CPC: MN initiated SN Change procedure, i.e. CPA + SN release

SN initiated inter SN CPC: SN initiated SN Change procedure

FFS on direct inter-SN communication

Target SN to make the decision on the prepared PSCell or PSCells (if decided to be allowed).

WA: target SN to provide the prepared PSCell id (or PSCell ids, if decided to be allowed) to the MN for CPA, MN initiated inter-SN CPC, and SN initiated inter-SN CPC

WA: Support Early Data Forwarding in CPAC.

WA: in case of MN initiated inter-SN CPC, to support early data forwarding, the MN needs to inform source SN about CPC triggered (i.e. the successful reconfiguration of CPC at UE), details FFS.

Support Late Data Forwarding in CPAC. 

WA: in case of both MN and SN initiated inter-SN CPC, to support late data forwarding, it is needed to inform the source SN about the successful CPC execution and UE accesses to the target SN, details FFS. RAN3 waits for RAN2 progress before discussing further details.

WA: Prepare multiple PSCells in one CPAC procedure.Do not provide Location Information and Resource Coordination information in CPAC, use same parameters for other IEs in the response message for different PSCells, FFS for single RRC container or multiple RRC containers which is pending to RAN2.

WA: Initiating node to make the decision on how many PSCells may be configured for UE. 

WA: In case of SN initiated inter-SN CPC, prepare multiple PSCells in one target SN by one SN Change procedure is the baseline.

In CPA and MN initiated inter-SN CPC, MN does not send execution condition(s) to the Target SN, Target SN provides the prepared PSCell id(s) and the corresponding RRC container(s) (RRCReconfiguration) to the MN, and then the MN generates and transmits the conditional configuration message to the UE. 

Direct communication between S-SN and T-SN is not supported.

Early data forwarding in CPAC is supported

About the number of multiple PSCells:

Initiating node provides upper limit for the number of PSCells to be prepared (i.e. maximum number of PSCells).

WA: initiating node provides suggested number of PSCells to be prepared.

For CPA and MN initiated inter-SN CPC, initiating node should be informed of the number of prepared PSCells (i.e. via the prepared PSCell IDs). FFS for SN initiated inter-SN CPC.

In case of MN initiated inter-SN CPC, introduce new X2AP class 2 procedure from MN to inform the source SN about “CPC triggered”.

Support both PDCP SDU data forwarding and PDCP PDU data forwarding in early data forwarding.

WA: Use the Early Status Transfer message to inform the discarding of forwarded PDCP PDU for both PDCP PDU data forwarding and PDCP SDU data forwarding.

In case of SN initiated inter-SN CPC, using a class 2 procedure in both X2AP and XnAP to indicate “CPC executed”. For X2, a new class2 procedure is introduced. 
Introduce “CPAC initiation Indication” in SN Addition Request, and SN Change Required.

Introduce “List of Prepared PSCell IDs” in SN Addition Request ACK. 

FFS whether to introduce “List of Prepared PSCell IDs” in SN Change Confirm.
WA: Prepare one candidate PSCell in one CPAC procedure over F1 interface, same F1AP pair can be reused to prepare different candidate PScell for CPAC, reuse the existing IEs of R16 CHO and CPC. RAN3 only need to modify the procedure description. 

WA: For E1AP in all the CPAC cases, reuse the existing IEs and procedures of R16 CHO and CPC. RAN3 only need to modify the procedure description.

Introduce “List of Prepared PSCell IDs” in SN Change Confirm.

CPC triggered and CPC executed

In case of MN initiated inter-SN CPC, use XnAP: Xn-U Address Indication procedure to indicate “CPC triggered” from MN to source SN. 

For MN initiated inter-SN CPC, upon receiving the MN RRC reconfiguration complete message from the UE, MN informs “CPC triggered” to the source SN.

In case of both MN and SN initiated inter-SN CPC, use XnAP: Xn-U Address Indication procedure to indicate “CPC execute” from MN to source SN.

For PDCP SDU Forwarding and discarding:

Reusing the IEs within the First DL COUNT branch in the EARLY STATUS TRANSFER message.

Reusing the existing IEs in the DL Discarding branch in the EARLY STATUS TRANSFER message.

Extending the EARLY STATUS TRANSFER message to the following cases: from the source SN to the MN, and from the MN to the candidate SNs. 

Late/On-time Data forwarding aspects:

For CPA, the MN starts late/on-time data forwarding upon receiving the RRC reconfiguration complete message from the UE.

F1/E1 aspects:

Prepare one candidate PSCell in one CPAC procedure over F1 interface, same F1AP pair can be reused to prepare different candidate PScell for CPAC, reuse the existing IEs of R16 CHO and CPC. RAN3 only need to modify the procedure description. 

For E1AP in all the CPAC cases, reuse the existing IEs and procedures of R16 CHO and CPC. RAN3 only need to modify the procedure description.

Replace and cancel:

For CPA, the T-SN can trigger replace and cancel of prepared PSCells in the T-SN.

For MN initiated inter-SN CPC, the T-SN can trigger replace and cancel of prepared PSCells in the T-SN, while the S-SN cannot trigger replace and cancel.

For SN initiated inter-SN CPC, the T-SN can trigger replace and cancel of prepared PSCells in the T-SN.

RAN3#114e:

CPAC terminology usage:

RAN3 confirms the following use of different terms in principle: 

“CPAC replace” means updating/modifying previously provided CPAC configuration before CPAC execution.

“Add prepared PSCells” means prepare extra PSCell(s) after CPAC is configured and before CPAC execution. 

“CPAC cancel” at least means releasing previously prepared SN and relevant configuration.

CPA related:

MN can trigger CPA replace and CPA cancel after CPA is configured.

Target SN can add prepared PSCells within the limit given by the MN after CPA is configured.

MN initiated CPC related:

MN can trigger CPC replace and CPC cancel after MN initiated inter-SN CPC is configured.

Target SN can add prepared PSCells within the limit given by the MN after MN initiated inter-SN CPC is configured.

In MN initiated inter-SN CPC, MN will inform source SN about the CPC cancel once triggered.

SN initiated CPC related:

MN can trigger CPC replace and CPC cancel after SN initiated inter-SN CPC is configured.

Source SN can trigger CPC replace and CPC cancel after SN initiated inter-SN CPC is configured.

Target SN can add prepared PSCells within the limit given by the source SN after SN initiated inter-SN CPC is configured.

In SN initiated inter-SN CPC, MN will inform source SN about the CPC cancel once triggered.

Others:

X2AP class 2 Data Address Indication procedure is used for MN to inform the source SN about “CPC triggered” for MN initiated inter-SN CPC

X2AP class 2 Data Address Indication procedure is used for MN to inform the source SN about 

“CPC triggered” and ”CPC executed” for MN initiated inter-SN CPC

“CPC executed” for SN initiated inter-SN CPC

During CPA and MN/SN initiated inter-SN CPC, MN cannot decide the PSCells to be cancelled and indicate to the target SN.

During CPA and MN/SN initiated inter-SN CPC, when MN reduces the maximum number of PSCells can be prepared to a value less than the number of PSCells have been prepared, target SN shall cancel some prepared PSCells (e.g., in the SN Modification Request Acknowledge message).

During SN initiated inter-SN CPC, when source SN reduces the maximum number of PSCells can be prepared to a value less than the number of PSCells have been prepared, target SN shall cancel some prepared PSCells (e.g., in the SN Modification Request Acknowledge message).

In CPA and MN/SN initiated inter-SN CPC, MN can: 

Update/modify previous CPAC configurations provided in CPAC addition using MN initiated SN modification procedure 

Cancel all prepared PSCells at target SN and release the target SN using MN initiated SN release procedure 

In CPA and MN/SN initiated inter-SN CPC, target SN can:
Update/modify previous CPAC configurations provided in CPAC addition using SN initiated SN modification procedure 

Add prepared PSCells within the limit given by the MN or source SN using SN initiated SN modification procedure

Cancel some of the prepared PSCells using SN initiated SN modification procedure. 

Cancel all prepared PSCells using SN initiated SN release procedure 

In SN initiated inter-SN CPC, source SN can:

Update/modify previous CPC configurations provided in CPC preparation using SN change required procedure

Cancel all prepared PSCells at target SN and release the target SN using SN change required procedure

New IEs are introduced in SN change required message indicating CPC configuration modification and target SN release. 
In MN/SN initiated inter-SN CPC, MN can inform source SN about the triggered target SN release or some prepared PSCells cancellation at a target SN using:

A new class2 XnAP procedure 

A new class2 X2AP procedure 

To be continued…

	14.4. Others

QUOTA: 1

CHO in MR-DC:

Previous summary of offline disc. in R3-206894 (noted)

	15. NR QoE Management and Optimizations for Diverse Services WI (RAN3-led)

WID [NR_QoE]: RP-210913 (target: RAN #95) [TU: 1 (1 1)]

	15.1. General

Time plan, skeletons, BLs

BL CRs work split was approved in RAN3#112e

	15.2. Support for QoE Measurement Collection

QUOTA: 4

	15.2.1. NR Standalone Mode

	15.2.1.1. Configuration, Activation and Deactivation Procedures

For both signaling-based and management-based cases

Liaise SA5 on the support of (de)activation of NR QoE, including concerns on whether current Trace Function could support QoE mechanism, decoupling of deactivation, failure handling and QoE Reference

Wait the reply LS from SA5, before we make decision on whether to reuse Trace or not.

In NGAP, at least INITIAL CONTEXT SETUP REQUEST, along with HANDOVER REQUEST should be enhanced for NR QoE.

Agree on supported service types for NR QoE management in Rel-17: Streaming services, MTSI service, VR.

RAN3#114e:

Function separation between QMC and Trace.

Decouple QMC framework from Trace framework. Define new IEs named ‘QMC Activation IE’ and ‘QMC Deactivation IE’ to support the activation and deactivation of NR QoE. The specific solution can be described as:

Include QMC Activation IE inside the following messages over NGAP:

- INITIAL CONTEXT SETUP REQUEST

- UE CONTEXT MODIFICATION REQUEST

- HANDOVER REQUEST

- HANDOVER REQUIRED 

Include QMC Deactivation IE inside the following message over NGAP:

- UE CONTEXT MODIFICATION REQUEST

MBS and XR would not be supported in R17.

Stage2/3 details, to be continued...

	15.2.1.2. Configuration Details

Including:

- per-slice QoE measurement

- support for multiple simultaneous QoE measurements per UE

- pause/resume

Introduce a new IE "QoE Reference" explicitly over interfaces at least for s-based, whether it can be applied to m-based and whether it is per service type or per slice depends on feedback from SA5

Introduce a new IE "Measurement Collection Entity IP Address", FFS whether it is per service type or per "QoE Reference" depends on feedback from SA5

Include slice info as explicit IE in the configuration message over NG, FFS whether it should be also included inside the transparent configuration container; FFS whether slice info should be signalled as an explicit IE in the configuration message and in the report message over radio interface.

Introduce the following additional new IEs: 

- a list of UE Application layer measurement configuration IE for each service type. 

- inside each UE Application layer measurement configuration IE:

- Container.

- a numerated IE indicating service type (e.g., Streaming services, MTSI services, VR, MBMS, XR).

- Area scope (a list of cells/TA/TAI/PLMN).

- Slice scope (FFS a list of S-NSSAI).

Additional IEs are FFS, FFS on the detail of IE names

For slice configuration and reporting:

Slice scope is a list of S-NSSAI

To include slice scope outside the configuration container over NG 

Slice related identifier should be included in the QoE measurement report from UE, FFS inside/outside the reporting container

No additional requirements on QoE measurement to support roaming UEs

RAN3#114e:

Agree to include a list of QoE Reference in deactivation message

There is no need to introduce QoE measurement configuration modification procedure over NG

MCE IP address is configured per QoE measurement/per QoE reference

There is no need to introduce measurement configuration application layer ID info over NG during QoE activation

For legacy QoE measurement, RAN3 agree not to introduce criteria, e.g. time-based, threshold-based or, event-based, for RAN to trigger/stop the QoE measurement in R17. 

RAN3 assumes that slice ID is included inside the transparent QoE reporting container, which is up to SA4’s decision. Send an LS to SA4 with the RAN3 assumption and asking SA4 to revert back once there is specification support for the same.

There is no need to include slice ID as an explicit IE over Uu outside the QoE configuration and reporting container for legacy QoE. FFS whether and how to support per slice RVQoE configuration and reporting.

WA: RAN3 will not pursue prioritization mechanism of different service types or slices for the UE to send pending QoE reports after RAN overload is solved.

There is no need for prioritization mechanism configured by OAM over NG to guide RAN behavior to release or pause in case of RAN overload situation.

Whether slice ID should be configured as an explicit IE to UE over Uu, at least for RAN visible QoE metric configuration

Whether to extend some NG messages, e.g. NGAP INITIAL UE MESSAGE, with a new QoE Measurement Capabilities IE including a UE Application Layer Measurement Capability and a Max Number of UE Application Layer Measurements

Details to be continued...

	15.2.2. Measurement Collection and Continuity in Intra-System Intra-RAT Mobility

For signaling-based QoE

Mobility support for management based QoE measurements is pending input from SA5

Include signaling based QoE measurement configuration in handover preparation messages i.e. in XnAP: HANDOVER REQUEST, NGAP: HANDOVER REQUEST. FFS on NGAP HANDOVER REQUIRED 

Signaling based QoE measurement configuration is stored in NG-RAN when UE enters RRC_INACTIVE and is propagated to new serving NG-RAN using Retrieve UE context procedure when UE resumes RRC connection in another NG-RAN i.e. include signaling based QoE configuration in RETRIEVE UE CONTEXT RESPONSE in XnAP.

Include multiple sets of signaling-based QoE measurements configuration in Xn/NG: HANDOVER REQUEST and Xn: RETRIEVE UE CONTEXT RESPONSE. FFS on NGAP HANDOVER REQUIRED 

Management based QoE should not override an existing signaling based QoE configuration. 

Option 1 is agreed by RAN3 on area handling for QoE i.e. the network is responsible for keeping track of whether the UE is inside or outside the area and the network configures/releases configuration accordingly. Send LS to RAN2 and SA4 informing RAN3 agreements.

Upon the reception of QoE configuration on a non-supporting node, the target node should not set up any QoE session with MCE and should not initiate any QoE measurement collection. 

Liaise SA4 to check if QoE requirement for ongoing session continuity is also applicable for NR QMC and in case QoE configuration release is received during an ongoing session.

Include signaling based QoE measurement configuration in handover preparation messages i.e. in XnAP: HANDOVER REQUEST, NGAP: at least HANDOVER REQUEST. 

Signalling based QoE can override an existing management based QoE configuration.

Request RAN2 to include pause status information for reporting in RRC container (Source to Target Transparent Container). 

RAN3#114e:

For a service type, in Rel17, a UE can be simultaneously configured with multiple s- and/or m-based configurations, as long as the maximum number of simultaneous configurations at a UE is not exceeded.

The network can replace a configuration with another one of m- or s-based configuration by deactivating an existing measurement and configuring another measurement of the same configuration type.

RAN3 assumes that the OAM will never provide the same QoE Reference to different QoE configurations irrespective of QoE type. 

A UE should continue an ongoing measurement once it leaves the Area, unless the network indicates to the UE to release the QoE configuration.

The following information about an m-based measurement configuration should be explicitly passed to the target during handover:

The Measurement Configuration Application Layer ID corresponding to the QoE Reference.

MDT Alignment info.

MCE IP address.

WA: Measurement status. 

For m-based QoE, the QoE configuration container (XML file) is not included in NGAP and XnAP handover messages. FFS for s-based QoE. 

The following information is explicitly passed to the target at handover:

QoE reference.

MCE IP address.

The Measurement Configuration Application Layer ID corresponding to the QoE Reference.

WA: Measurement status. 

MDT Alignment info.

Area Scope.

Slice list.

For both s- and m-based QoE, the QMC Information IE (which does not include the QoE configuration container) is explicitly included in the XnAP RETRIEVE UE CONTEXT RESPONSE.

In case of mobility to a target node not supporting QoE, the target node can release the QoE configuration.

Check RAN2 progress, to be continued...

	15.3. Support for RAN-Visible QoE

QUOTA: 1 (was 2)

Evaluate and specify an initial relevant set of RAN-visible QoE parameters, then specify configuration and reporting

The service types supported in the Rel17 RAN-visible QoE framework are DASH streaming and VR.

WA: The following metrics, pertaining to DASH streaming and VR services, should be supported in the Rel17 RVQOE framework:

- Buffer Level 

- Average Throughput

- Playout Delay

- Play List (FFS)

Additional metrics are FFS; detailed descriptions are FFS.

LS to other WGs, based on the resolution of the WA above, is expected at the next RAN3 meeting.

The following is supported within the RVQOE framework:

- RAN-visible QoE metrics: a subset of legacy QoE metrics data collected from UE, which are useful for RAN.

- RAN-visible QoE values: a set of values derived from QoE metrics data through a model/function defined in collaboration with SA4 (pending SA4).

WA: The RAN generates the RVQOE measurement configuration

The UE is assumed to indicate to the RAN its capability with respect to providing RVQOE metrics (LS to RAN2 seems needed).

WA: RVQOE collection can be configured only if QoE measurements are configured for the same service type.

Together with the QoE measurements, the RVQOE is supported in the following aspects:

- Activation, and deactivation procedures 

- WA: Multiple simultaneous QoE measurements

- QoE measurement handling in case of RAN overload (FFS)

- Per-slice QoE (FFS)

The support for RVQOE in other aspects (e.g. mobility, alignment with radio-related measurements) is FFS.

WA: the ID used to identify QoE measurements is reused for identifying the RVQOE measurements. 

WA: the RVQOE report is provided inside a dedicated IE, outside the QoE report container. 

FFS whether the RVQOE reporting is upon RAN request.

Send an LS asking SA4 input on how RVQOE values can be defined, for the metrics selected for RVQOE support and whether the UE can generate RVQOE values.

Whether transfer of RVQOE configuration to the target be supported will be discussed after the basic solution for mobility has been defined.

Whether the RVQOE report can be signaled from the target to the source at handover will be discussed after the basic solution for mobility has been defined.

WA: gNB-CU may signal RVQoE report to gNB-DU over F1

Upon：

RAN visible QoE measurement activation, UE AS indicates to UE APP that RAN visible QoE measurement has been triggered, potentially with RAN visible QoE metrics needed to be collected at UE APP as requested by RAN.

RAN visible QoE measurement deactivation, UE AS indicates to UE APP that RAN visible QoE measurement has been terminated, and then UE APP stops to provide RVQoE measurement results to UE AS.

Turn into an agreement the WA that the RAN generates the RVQoE measurement configuration.

Turn into an agreement the WA that the ID used to identify QoE measurements is reused for identifying the RVQoE measurements.

Turn into an agreement the WA stating that RVQoE collection can be configured only if QoE measurements are configured for the same service type.

Turn into an agreement the WA stating that multiple simultaneous RVQoE measurements are supported.

The RVQoE configuration can be configured flexibly (i.e., it is not fixed).

The RVQoE configuration sent to UE should contain:

Metrics to be reported, as a mandatory IE.

Sample percentage (FFS)

Start Time (FFS)

Duration (FFS)

Reporting Interval for periodic case (FFS)

Triggering Event (FFS)

DRB information (or QoS flow information), to be reported (FFS)

The decision about the final list is expected at the next meeting.

Turn into an agreement the WA stating that the RVQoE report is provided inside a dedicated IE, outside the QoE report container.

The RAN decides whether RVQOE measurement collection and reporting is activated.

FFS: RVQoE and legacy QOE can be reported separately.

FFS on the RVQoE report can be signalled from the target to the source node after a successful handover.

FFS whether PDU session information should and can be included in the RVQoE report.

FFS on the RVQoE configuration is propagated from the source to target node upon mobility in RRC_CONNECTED and during context retrieval upon resumption from RRC_INACTIVE. The target/new RAN node may assemble a different RVQoE configuration.

Send an LS asking RAN2 whether RVQOE metric can be reported over high-priority SRB (SRB1, SRB3) or whether low-priority SRB (SRB4?) should be used.

The gNB-CU may signal RVQoE report to gNB-DU over F1. 

RAN3#114e:

RVQoE metrics

Interaction latency or comparable quality viewport switching latency metric is NOT considered as a RAN visible QoE metric in Rel-17

Buffer level is confirmed as a RAN visible QoE metric for DASH and VR service types 

Playout delay for media startup is confirmed as a RAN visible QoE metric for DASH and VR service types

RVQoE configuration

In split gNB architecture, gNB-CU should generate the RAN visible QoE configuration.

RAN Visible QoE and legacy QoE can be configured together or separately. In case RAN visible QoE is configured separately, it can be configured only after configuring legacy QoE.

NG-RAN can release a list of RAN visible QoE configurations while not releasing the corresponding legacy QoE configurations  

If the legacy QoE configuration is released, the corresponding RAN visible QoE configuration is released as well

RAN visible QoE configuration can include at least the RAN visible QoE metrics to be reported, service type and a measurement ID for the RAN visible QoE. Whether existing IEs can be reused for service type and measurement ID and the signaling design is up to RAN2

There is no need to consider Start Time, Duration and Sample Percentage in the RAN Visible QoE configuration in Rel-17

RVQoE reporting

RAN3 should discuss whether the existing identified RAN visible QoE metrics (or values if agreed) justifies the need of a separate reporting periodicity for RAN visible QoE

RAN3’s decision on whether to have a different reporting periodicity for RAN visible QoE is independent of RAN2’s decision on which SRB to use for RAN visible QoE

Send an LS to SA4 checking the feasibility of supporting a different reporting periodicity for RAN visible QoE metrics, from the application perspective.

Misc proposals

NG-RAN can configure RAN visible QoE for only a subset of those metrics which are already configured as part of legacy QoE configuration. 

The OAM sends a list of the available RAN visible QoE metrics to the RAN node, outside the legacy QoE configuration container.

The details of alignment between radio-related measurements and RVQoE measurements can be discussed in RAN3#114-bis-e.

Introduce a new class-1 message for QoE information transfer over F1. Stage-3 IE details can be FFS.

WA: If the legacy QoE configuration is paused/resumed, the corresponding RVQOE configuration is paused/resumed as well 

WA: Include PDU or QoS related information in RVQoE report

Liaison statements

Send an LS to SA4/CT1 informing about our agreements on RAN visible QoE metrics requesting them to provide the necessary specification support.

To be continued...

	15.4. Alignment of Radio-Related Measurement and QoE Measurements

QUOTA: 1

Support the alignment between MDT and QoE measurements

Immediate MDT is taken as baseline for the collection of Radio-related Measurements to assist QoE analysis.

Existing measurements specified for immediate MDT can be used for Radio-related measurements for QoE analysis.

New radio-related measurements, if any, should be defined in the SON/MDT WI.

Radio-related measurement and QoE measurement can be configured simultaneously by OAM for the alignment.

OAM (e.g. TCE or MCE) is responsible for correlation.

QoE reference and Trace reference should be considered for correlation, how to correlate and whether other information is needed are FFS.

Postpone the discussion on alignment for the case that MDT is configured before QoE configuration till clarification is received from SA5 on QoE activation/deactivation procedure (i.e., whether to reuse trace function for QoE and if multiple trace sessions can be supported).

An indicator is required in the QoE configuration to NG-RAN to inform whether it should perform MDT and QoE measurements in a time-aligned manner. FFS whether an explicit or implicit indicator.

NG-RAN can include session start and session end time stamp information related to MDT and QoE reports autonomously (e.g., using the same clock for MDT and QoE )to assist the correlation entity. FFS whether UE also assists with time stamp information (e.g., start/stop time or via application layer timing information)

QoE and related MDT report can be sent to the same collection entity.

RAN3#114e:

For alignment of MDT and QoE measurement reporting, OAM may activate/deactivate appropriately. 

No RAN3 specification impact is needed in Rel-17 to ensure that the duration of QoE associated MDT covers all the QoE sessions if multiple QoE session configured. 

In case of aligned MDT/QMC (s-based activation), OAM includes Trace Reference and Trace Recording Session Reference of the MDT configuration in the QMC configuration sent to NG-RAN.

In case of aligned MDT/QMC (m-based activation), OAM includes Trace Reference of the MDT configuration in the QMC configuration sent to NG-RAN. 

In case of aligned MDT/QMC, NG-RAN includes Trace Reference and Trace Recording Session Reference in the QoE report sent to MCE. 

The gNB does NOT include QoE reference in MDT report sent to the TCE.

If RAN nodes are responsible for passing the mapping relation between QoE and MDT during mobility, NG-RAN node does not include the Trace Reference and Trace Recording Session Reference of the MDT session in QoE configuration sent to UE.

An indicator (TR/TRSR?) is required in the QoE configuration to NG-RAN to inform whether it should forward the QoE report to MCE along with the MDT related trace details.

To enable time alignment between an already ongoing Immediate MDT and a QoE measurement started later, the start time and end time of the QoE measurement, in addition to the Trace Reference and Trace Recording Session ID, needs to be added to the QoE measurement report at the NG-RAN node. 

Rel-17 NR QMC to support the following activation scenario: S-based QoE and s-based MDT, M-based QoE and m-based MDT.

The alignment of RVQoE and MDT measurements reuses the solution for the alignment of legacy QoE and MDT measurements. RAN node can reuse RRM measurements as well.

MDT/QMC alignment in split architecture scenarios should be considered.

To be continued…

	16. Enhancement of Private Network Support for NG-RAN WI

WID [NG_RAN_PRN_enh]: RP-212585 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

	16.1. General

Time plan, skeletons, BLs

	16.2. Support for Standalone NPN

QUOTA: 2
Subscription and credentials are owned by an entity separate from the SNPN

Necessary modifications to network protocols

	16.2.1. Cell Access Control

Including cell selection/reselection

The NG-RAN node needs to obtain some information about onboarding support capability of the connected AMF(s) for AMF selection at cell access. Nature of this support information is FFS. How the NG-RAN node obtains this information (e.g. via O&M or over NGAP) is FFS.

Support of PWS over SNPN will have minor/limited impact on RAN3 specifications; the detailed impact analysis can be further looked when the requirement is finally agreed reply LS in R3-212863 to SA1.

Use the terms Credentials Holder and GIN in RAN3 wherever needed in the future.

WA: an NG-RAN node does not need to be informed which AMF supports authentication by Credentials Holders among AMF(s) supporting an S-NPN

AMF signals via NGAP Setup Response/ AMF Configuration Update whether it supports onboarding. 

WA: NGAP Initial UE Message includes an onboarding indicator when received over RRC.

Send LS to SA2 in R3-212867 on Clarifications for eNPN key issues 1 and 4.

Remove the editor’s note: “Mobility aspects are FFS” from BL CR 38.300.

Replace “onboarding indicator” by “onboarding indication” in BLCR 38.410 and BLCR 38.300 and remove corresponding editor’s notes

Agreements on stage 3:

Support of onboarding feature has no impact on the NG Overload procedure.

Agree to move the “Onboarding Support” IE outside of the NPN Support IE keeping only one codepoint. Add an editor’s note: “whether to clarify in 38.413 that Onboarding Support applies to SNPN but not PLMN is FFS”.

Add an editor’s note: “whether a second codepoint is needed is FFS”

RAN3#114e:

Whether F1 signaling needed to have CU to send congestion assistance information to DU to set the onboarding bit.  

	16.2.2. Connected Mode Mobility Support

Wait for further input from SA2 w.r.t. whether RAN3 needs to support new mobility scenarios.

WA: There is no need to exchange information related to onboarding during mobility.

There is no need for the RAN nodes to exchange information related to accessing using external credentials during mobility.

So far, there is no RAN3 impact foreseen for idle mode mobility between different networks.

So far, there is no RAN3 impact foreseen for connected mode mobility between different networks

	17. Enhancement of RAN Slicing WI

WID [NR_Slice]: RP-212534 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

QUOTA: 3

	17.1. General

Time plan, skeletons, BLs

	17.2. Support Service Continuity
Support service continuity, in cases of resource shortage for the current slice in the target cell as described in TR 38.832

RAN3#114e:

Agree that Multi-Carrier Resource sharing solution has no stage 3 impact.

WA: The slice RRM policies/restrictions are configured from (SA5) NRM O&M for configuration based and re-partitioning solutions.

WA: Current SA5 definition and model (TS 28.541) related to RRM dedicated policy is kept unchanged from RAN3 perspective.

WA: Current resource types for RRM policy utilization measurement as defined in TS 28.541 are sufficient.

Check reply from SA2, SA5, to be continued…

	17.3. Support the Enforcement of Slice MBR

RAN impact from SA2 output on slicing enhancement, e.g., the enforcement of DL and UL Slice MBR

RAN3#114e:

For UE slice MBR: 

To carry UE slice MBR information at least in the following messages of NGAP:

-Initial UE Context Setup Request

-Handover Request

-UE CONTEXT MODIFICATION REQUEST
Signaling impact of introduce UE Slice MBR in NGAP takes following options as start point: 

Option 1:  AMF provides UE Slice MBR as optional element within the Allowed NSSAI.

Option 2:  AMF provides UE Slice MBR in the way as UE AMBR.

Note: The solution should be as close as possible as stage 2 specification of SA2.

Note: Solutions should take impact of E1,F1,Xn,NG together into account.

Note: Solutions should consider update of Slice MBR without impact Allowed NSSAI.

For MR-DC scenario:

The MN decides the split of UL and DL UE Slice MBR bit rate limits among the MN and the SN. The NG-RAN node that hosts the PDCP entity enforces the respective DL UE Slice MBR bit rate limits. The NG-RAN node that hosts the MAC entity enforces the respective UL UE Slice MBR bit rate limits.

For CU-DU split architecture:

The CU-CP decides the split of DL Slice MBR bit rate limit among the CU-UP(s). The CU-UP enforces the respective CU-UP DL Slice MBR bit rate limit. 

The CU-CP decides the split of UL Slice MBR bit rate limit among the DU(s). The DU enforces the respective DU UL Slice MBR bit rate limit.

FFS on Lack of S-MBR Enforcement at the RAN.

For Target NSSAI:

To introduce Target NSSAI IE at least in the following messages for NGAP:

- INITIAL CONTEXT SETUP REQUEST

- DOWNLINK NAS TRANSPORT

For SSC mode 3 related issue:

Issue in SSC mode 3 can wait for SA2’s progress.

To be continued…

	18. Enhancement for Data Collection for NR and EN-DC SI (RAN3-led)

SID [FS_NR_ENDC_data_collect]: RP-201620 (target: RAN #93) [TU: 0.5 (0.5 1)]

QUOTA: 3

	18.1. General

Time plan, skeletons, BLs

TR 37.817 v.0.2.0 agreed at RAN3 #112-e

	18.2. High-Level Principles and Definitions

For e.g. AI functionality and input/output of the component for AI-enabled optimization

Capture the following high-level principles in the TR:

- The detailed AI/ML algorithms and models for use cases are out of RAN3 scope.

- The study focuses on AI/ML functionality and corresponding types of inputs/outputs. 

- The study is based on the current architecture and interfaces

Capture the following high-level principles in the TR:

- The input/output and the location of AI inference should be studied case by case.

- Training aspects are FFS

- NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.

- A general framework and workflow for AI/ML optimization should be defined and captured in the RAN TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.

Work on the description of each box in the AI functional framework

Functional framework is independent with respect to specific ML model types or learning problems/settings (e.g. supervised learning, unsupervised learning, reinforcement learning, hybrid learning, centralized learning, federated learning, distributed learning, …)

RAN3 should focus on the analysis of data needed at the Model Inference Function from Data Collection, while the aspects of how the Model Inference Function uses inputs to derive outputs are out of RAN3 scope

User data privacy and anonymisation should be respected during AI/ML operation

It’s the common understanding that an AI/ML model used in a Model Inference function has to be initially trained, validated and tested before deployment.

Keep the model deployment/update arrow from Model Training to Model Inference in the functional framework with additional note.

RAN3#114e:

It is proposed to keep Model Deployment/Update arrow in the figure on functional framework in TR 37.817 and to remove the FFS. There is no need to split the arrow in parallel ones for Model Deployment and Model Update.

Note 1: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

Remove the FFS in the description of Model Deployment/Update in Sec. 4.2 of TR 37.817 and to extent the description including a note stating that details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope.

Delete Editor Note: “FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.” in Sec. 4 of TR 38.417.

Not further consider the introduction of an explicit Model Management function in the functional framework in Rel-17.

Add text to Sec. 4.2 of TR 37.817 to explain the meaning of Model Performance Feedback. 

Delete the Editor Note “FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.” in Sec. 4.2 of TR 37.817 with the understanding that it is up to the use cases.

FFS on keep Model Performance Feedback arrow in the figure on functional framework. 

To be continued…

	18.3. Use Cases for Artificial Intelligence in RAN and Potential Benefits

Use cases description

Progress the prioritized use cases on energy saving, load balancing, traffic steering/mobility optimization, i.e. at least by identifying their impact on the specifications, before considering any new use case.

	18.4. Standards Impact on Existing Nodes, Functions, and Interfaces

For the identified use cases

How to enable the AI related functions in current RAN architecture

Study the enhancement of network interfaces to support AI enabled RAN intelligence based on the agreed use cases.

Coordinate with other working groups later for NRM enhancement when needed.

Detailed AI functionality and interface impacts could be studied case by case for the agreed use cases later.

Reuse the existing procedures for SON/MDT as the baseline for data collection or SON related use case where it fits. And additional enhancement/new signaling is studied when needed.

Where ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases

Security aspects should be considered and coordinated with other working groups later if needed.

TP for AI/ML based network ES in R3-214482 Agreed

TP for AI/ML based LB in R3-214483 Agreed

TP for AI/ML based MO in R3-214484 Agreed

RAN3#114e:

TP for AI/ML based network ES in R3-216228 Agreed

TP for AI/ML based LB in R3-216230 Agreed

TP for AI/ML based MO in R3-216232 Agreed

To be continued…

	18.4.1. Network Energy Saving

Solutions and standard impact

	18.4.2. Load Balancing

Solutions and standard impact

	18.4.3. Mobility Optimization

Solutions and standard impact

	18.5. Others

Other issues, e.g., Security aspects

Whether the size of AI data (e.g., inputs/outputs, model related data) is large needs to be studied on use case basis.

	19. NR Positioning Enhancements WI

WID [NR_pos_enh]: RP-210903 (target: RAN #95) [TU: 1 (1 1)]

	19.1. General

Time plan, skeletons, BLs

	19.2. Signaling Support for NR Positioning Enhancements

Define necessary extensions of signaling, protocols and procedures
QUOTA: 4 (was 3)

	19.2.1. Positioning Accuracy Improvements

With respect to Rel-16 positioning methods, including:

- DL, UL, and DL+UL methods

- UE-based and UE-assisted

- UL-AoA for network-based positioning solutions

- DL-AoD for UE-based and network-based (including UE-assisted) positioning solutions

Angle report from gNB to LMF for DL-AoD is not supported

Define a new Assistance Information for UL-AoA IE with the Expected AoA/ZoA values and their Uncertainties using a CHOICE structure. Stage 3 details are FFS

Agree to introduce the UL-AoA assistance information IN NRPPA MEASUREMENT REQUEST message, within the TRP Measurement Request List IE

Agree to introduce the UL-AoA assistance information IN NRPPA MEASUREMENT UPDATE message, within a new TRP Measurement Update List IE (FFS)

Agree to introduce a Zenith Angle of Arrival IE to the TRP Measurement Result IE. Adding description for linear array FFS

No indication from gNB to LMF is needed for requesting the Expected UL AoA

An F1AP TP is needed. Maintain the BL CR up to date with respect to NRPPa progress. 

RAN3#114e:

The gNB can inform LMF about the AoA/ZoA uncertainties range in the TRP measurement Result UL AoA IE (9.2.38) (FFS) 

	19.2.2. RRC_INACTIVE State Positioning

DL NR methods  and RAT-independent methods

UE positioning measurements for UEs in RRC_INACTIVE state

Reporting of positioning measurement or location estimate

(to be coordinated with the SDT WI)

2nd prio: UL and DL+UL methods; gNB positioning measurements

RAN3 to wait for RAN2 progress on the first bullet “DL NR positioning methods and RAT-independent positioning methods”

LMF awareness of UE release, LMF awareness that UE is in inactive state, NAS delivery is pending RAN2, but may impact RAN3

RAN3#114e:

Agree to support the reservation of the UL PRS (e.g. SRS) resources to support UL positioning when the UE is in RRC_INACTIVE state 

Agree to add a new cause value in NRPPa when the UE has moved to another serving gNB node. 

Agree to support forwarding the positioning context over Xn, when UE resumes in a new gNB in response to RAN paging. 

Agree to add a new assistance information from LMF to gNB, which can include e.g. the UE expected periodical reporting. 

The details of the signalling and the content of the positioning context are FFS (including e.g. which SRS configuration to send to the target, the one recommended by the LMF or the one adopted in the source)?

Content and signalling details are FFS

To be continued…

	19.2.3. On-Demand PRS Transmission and Reception

On-demand DL PRS transmission for UE-based and UE-assisted positioning, including:

- UE-initiated request

- LMF-initiated request

Introduce a new non-UE associated NRPPa procedure (class 1) to support on-demand PRS. Details FFS.

The new NRPPa procedure enables LMF to request gNB to (re)configure PRS transmission, and gNB to indicate the updated PRS configuration to LMF. Details FFS.

Enhance the TRP Information Exchange procedure to support pre-defined PRS configurations.

No need to support explicit indication of TRP capabilities in NRPPa.

Wait for convergence in RAN2 before tackling any Stage 2 aspects in RAN3 (if any)

RAN3#114e:

Stage 2 TP update on On-Demand PRS waits for RAN2 further progress.

The gNB sends the PRS CONFIGURATION FAILURE message if it cannot configure DL-PRS transmission for any of the requested TRPs.

Some signalling details on On-Demand PRS are pending RAN1/RAN2, e.g, the Requested DL PRS Transmission Characteristics IE in the PRS CONFIGURATION REQUEST message, On-demand PRS TRP Information IE in the TRP INFORMATION RESPONSE message, etc 

How the PRS CONFIGURATION RESPONSE message includes the DL-PRS Configuration (per TRP) decided by the gNB is FFS

	19.2.4. GNSS

	19.2.4.1. GNSS Positioning Integrity Determination

Assistance information that will be used to support integrity determination

Information that will be used to provide the positioning integrity KPIs and integrity results

Support of integrity for UE-based and UE-assisted A-GNSS positioning

RAN3 is waiting for RAN2 agreements on the support of positioning integrity before re-starting discussion

	19.2.4.2. A-GNSS Positioning Enhancements

Support for:

- BDS B2a signal

- BDS B3I signal

	19.2.5. Information Reporting for Multipath and NLOS Mitigation

From UE and gNB

	19.3. Support for Latency Improvement

Related to the request and response of location measurements or location estimate and positioning assistance data

QUOTA: 1
RAN3 should not discuss the schedule time unless there is significant progress in SA2

RAN3 wait for progress in other groups before discussing the Configuration Grant based optimization

Moderators should prioritise topics that are in scope of the WI and essential to progress the work. Any enhancement can be treated if there is time and if other higher priority work has been handled. We leave enhancements up to company contributions with the understanding that topics not in the WID scope will be down prioritized/not treated 

Priority should go to WID objectives

RAN3#114e:

The Response time IE is encoded ala LPP with FFS for further check, tuning, …

The Text procedure clarify that the Response Time IE apply only for on Demand request

Time T delivery discussion is closed for this meeting, pending to RAN2 and SA2 progress could be re-open.

	20. NR Non-Terrestrial Networks WI

WID [NR_NTN_solutions]: RP-210908 (target: RAN #94) [TU: 0.5 (0.5)]

Assumptions:

- FDD for core specification work (Note: this does not imply that TDD cannot be used for relevant scenarios, e.g. HAPS, ATG)

- Earth-fixed tracking area, with Earth-fixed and Earth-moving cells

- UEs with GNSS capabilities

- Transparent payload

	20.1. General

Time plan, skeletons, BLs

Consider WI scenarios including LEO/GEO, Earth fixed/moving beams

Mobility procedures in NTN should be based on existing functionality with possible adaptations if needed

The work plan in 5165 is considered as basis for work

Identify impacts of Earth-fixed and Earth-moving cells scenarios before discussing which should be addressed first

Companies are invited to identify potential NG-RAN impacts associated to Earth fixed/moving cell scenarios and identify other procedures that might be impacted.

Both Earth fixed/moving cell scenarios are considered in the NR-NTN WI. 

	20.2. NG-RAN Architecture Enhancements for NTN

See TR 38.821

QUOTA: 2 (was 3)

	20.2.1. Network Identifier Handling

Current NG-RAN architecture is reused for NTN

NG-RAN identities are used for NTN, e.g.:

- AMF Name

- NR Cell Global Identifier (NCGI)

- gNB Identifier (gNB ID)

- Global gNB ID

- Tracking Area identity (TAI)

- Single Network Slice Selection Assistance information (S-NSSAI)

Tracking Area is coupled with geographical area

WA: no need to differentiate a TA that contains NTN cells (fixed and/or moving) from a TA which does not

No need to identify LEO satellite and NTN GW

A Cell ID provided to the 5GC within the User Location Information corresponds to a fixed geographical area.

WA: RAN3 strives for minimizing 5GC/NGAP impact for NTN.

Current assumption is that this issue only applies for Xn.

Solutions should not result in periodic configuration update on Xn; one way to achieve this is to provide a “super set” of served cell information and to associate cell information with a “validity time window”. Another way would be to rely on OAM.

Mapped CGIs are used in ULI, AoI, Paging Optimization, PWS.

UE Location at least at TN cell granularity is required for CGI mapping. Details of acquisition of the information by the RAN are treated in RAN2, and RAN3 can continue to provide issues / requirements via LS traffic. 

NTN impacts from CGI mapping to F1 are out of scope in rel-17.

Mapping details (including mapped cell configuration, and mapping of UE location to mapped cell) are a matter of implementation / configuration.

Apart from RAN Paging, RRC_INACTIVE is kept unspecified from a RAN3 perspective, i.e. no further RRC_INACTIVE related specification text is added, neither on stage 2 nor stage 3 level.

NG-RAN is responsible for constructing the mapped cell ID based on the UE location info received from the UE. The mapping may be pre-configured (e.g., up to operator’s policy) or up to implementation. 

RAN3#114e:

No need to reply to the RAN2 LS (R3-214698), RAN2 status is consistent with existing RAN3 assumptions. 

It is unnecessary for the geographic area represented by the CGI at initial access to be comparable to a TN cell coverage area (based on SA2 input). 

In NTN the legacy location reporting procedure over NGAP is reused. Enhancements to the location reporting procedure over NGAP are not needed.

Reply LS to SA2 agreed in R3-216067

	20.2.2. Registration Update and Paging Handling

The existing Paging mechanism can be reused for NTN, and no need for enhancement on paging.

Existing registration mechanism is taken as baseline. Further discussion and coordination with SA2/RAN2 are needed.

The existing Paging mechanism can be reused for NTN, and no need for enhancement on paging.

To support Multiple TACs over the air interface, RAN3 wait for the progress in other WGs

	20.2.3. Cell Relation Handling

Including related features, e.g. ANR, …

Current ANR mechanisms are applicable for NTN 

No need of enhancements for solving PCI conflict (collision & confusion) with satellite in Rel-17 NTN-WID. (e.g. including between different constellations)

The PCI conflict issue of HAPS should be de-prioritized in Rel-17.

Xn may exist between 2 gNBs handling NTN

Serving/neighbor NTN cell information, if any, may be exchanged between gNBs via Xn.
Not to introduce the time window over NG/F1 in Rel-17.

Mobility between NTN and TN over Xn has low priority in Rel-17.

RAN3#114e:

So far, no impacts on Xn from CHO have been identified in Rel-17. 

On the basis of that, it is suggested to stop the discussion on NTN impacts of cell relation on Xn for Rel-17, unless critical issues are identified that would require revisiting it. 

	20.2.4. Feeder Link Switch-Over for LEO

Previous summary of offline disc. in R3-205494 (noted)

NTN encompasses NTN-GW(s) deployed on ground, NTN payload on board space/airborne vehicle(s) and functions to control the vehicles as well as the radio resources of the NTN payload(s) are out of 3GPP scope.

The feeder link switch-over is controlled by NTN control functions which are out of 3GPP scope.

It is assumed that the gNB can be informed about the scheduling of switch over events and usable radio resources and possibly the update of neighbouring gNBs 

The execution of feeder link switch over may involve procedures over Xn and/or NG interfaces

Existing per-UE Xn and NG Handover functions are used to support the switch over (feeder link and satellite/HAPS); It is assumed that the information exchanged in existing Handover procedures can be used for NTN purposes. Discussions on addition to the existing handover functions will be triggered from decisions made outside RAN3

3GPP supports NTN with central coordination of switch overs. In case of centrally coordinated switch over, no signaling is needed on Xn/NG, to coordinate the actual switch-over (feeder link and satellite/HAPS). 

The NTN related parameters provided by O&M to the gNB may depend on the type of service links supported (Earth fixed beams, quasi Earth fixed beams, Earth moving beams)

The de-centralized coordination of switch-over should be taken as low priority in Rel-17.

So far, no impacts on F1 from NTN have been identified in Rel17. On the basis of that, NTN impacts of feeder link switch-over to F1 are out of the scope of Rel-17. 

RAN3#114e:

Enhancement of Xn to support feeder link switch-over is not needed in Rel-17.

New procedure of Xn for feeder link switch-over is not needed in Rel-17.

Enhancement of NG to support feeder link switch-over is not needed in Rel-17.

No leftover issues are in Rel-17 and the topic can be closed.

	20.2.5. Aspects Related to Country-Specific Routing

Previous in R3-205666 (noted)

RAN2 is expected to be responsible for how the NG-RAN acquires location (from the UE or otherwise); RAN3 will keep providing feedback or

requirements as needed.

The gNB is expected to know when the UE moves across the country border, in case the serving NTN cell serves part (or all) of more than 1 country”, liaise RAN2 for feedback.

WA: introduce RAN UE NGAP ID in the Source NG-RAN Node to Target NG-RAN Node Transparent Container IE, which enables the target gNB to know the handover is related to an existing UE.

The UE location information reported from the UE (as specified by RAN2) is accurate enough for AMF (re-)selection. 

RAN3#114e:

It’s FFS whether it is needed to introduce a new cause value for UE Context Release Request.

To be continued...

	20.2.6. Others

Xn mobility between NTN gNBs and terrestrial gNBs is treated with low priority in Rel-17

MR-DC has low priority for Rel-17

Secondary RAT Data Volume Reporting has low priority for Rel-17

Trace has low priority for Rel-17

No explicit statement for cell reconfiguration for energy saving is needed

No explicit statement for resource coordination is needed

No explicit statement for load management is needed

SON function specifically for NTN over Xn is not supported in Release 17

TN-NTN mobility depends on RAN2 progress. The interface management over Xn should not be precluded.

Xn between a HAPS and local terrestrial neighbors is not precluded.

	21. Enhanced Industrial IoT and URLLC Support for NR WI

WID [NR_IIOT_URLLC_enh-Core]: RP-210854 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

QUOTA: 3

	21.1. General

Time plan, skeletons, BLs

	21.2. Support for Propagation Delay Compensation Enhancements

Enhancements for support of time synchronization

Including mobility issues, if any

Further discuss assistance information that may be useful for the target gNB to maintain timing accuracy required by the UE following handover, focusing on RAN3 aspects if any issue identified.

RAN3#114e:

Introduce the Time Synchronisation Assistance Information IE as an optional UE-level parameter in 

-
NGAP (INITIAL CONTEXT SETUP REQUEST, UE CONTEXT MODIFICATION REQUEST, HANDOVER REQUEST, and PATH SWITCH REQUEST ACKNOWLEDGEMENT [FFS]),

-
XnAP (HANDOVER REQUEST and RETRIEVE UE CONTEXT RESPONSE)

The Time Synchronisation Assistance Information IE includes two sub-IEs:

-
Time Distribution Indication IE, encoded as ENUMERATED type with two codepoints (enabled, disabled).

-
Uu Time Synchronisation Error Budget IE encoded as INTEGER type having range 1ns to 1ms, and 1ns granularity.

WA: The Uu Time Synchronisation Error Budget IE is needed over F1AP, details FFS.

To be continued…

	21.3. Enhancements Based on New QoS Related Parameters

The survival time is not applicable to aperiodic deterministic traffic in Rel.17.

No RAN3 actions are needed for the TSN service in acknowledge mode, unless further action is required by other groups.

RAN3#114e:

No need to increase the maximum value of the periodicity.

The maximum value of the Survival Time is 1.92s (i.e., option2).

The uplink Survival Time assistance information is out of the scope of RAN3.

RAN3 continues to evaluate and discuss the solutions for the downlink Survival Time assistance information.

To be continued...

	22. NR Multicast and Broadcast Services WI

WID [NR_MBS]: RP-201038 (target: RAN #95) [TU: 1 (1 1)]

	22.1. General

Time plan, skeletons, BLs

	22.2. Necessary Enhancements to NG-RAN Architecture

QUOTA: 5
The necessary coordination function (like those hosted by the MCE in E-UTRAN) is assumed to reside in the gNB-CU

Take into account the results of the corresponding SA2 SI (SP-190625)

Bearers, session mgmt. toward CN:

WA pending SA2 progress (to progress discussion in RAN3):

- One or more QoS flows may be used within a single MBS session

- Each MB QoS flow belongs to one MBS Session

- Each MB QoS flow is associated with a QoS profile

- NR MBS supports both GBR and non-GBR QoS

- One Shared NG-U tunnel is used per MBS session.

We Define MBS session resource in analogy with PDU session resource, e.g. including radio part, CP part, NG-UP part, MBS context in RAN

MBS session resource establishment is requested by 5GC (similarly to the PDU session establishment for unicast)

RAN may request MBS session resource UP establishment, e.g. in handover (FFS). The signaling procedure (e.g. nested in handover signaling or new procedure, whether a single procedure is used or not, …) is FFS.

	22.2.1. General Architecture

Use existing NG-RAN architecture to support NR MBS.

No MCE entity/node in RAN architecture.

gNB makes the decision on using PTP or PTM over the radio.

No SYNC protocol for this release.

MBS Session Resources: the term to denote NG-RAN resources for control and delivery of MBS user data, to be used on NG, Xn, F1 and E1.

WA: For 5GC shared MBS traffic delivery of user data to a gNB, we shall use shared NG-U transport, regardless of delivery method over the radio

WA: use “PTP” and “PTM” over the radio: definitions of “PTP” and “PTM”  in RAN3 are pending until basic RAN1/2 decisions are made

An NR MBS Session is identified by an NR MBS Session Identifier which is unique within one PLMN

The following agreements from RAN3#109-e on NR multicast are also applicable for NR broadcast:

1)WA pending SA2 progress (to progress discussion in RAN3):

- One or more QoS flows may be used within a single MBS session

- Each MB QoS flow belongs to one MBS Session

- Each MB QoS flow is associated with a QoS profile

- NR MBS supports both GBR and non-GBR QoS

- One Shared NG-U tunnel is used per MBS session.

2) We Define MBS session resource in analogy with PDU session resource, e.g. including radio part, CP part, NG-UP part, MBS context in RAN

3) MBS session resource establishment is requested by 5GC (similarly to the PDU session establishment for unicast)

5GC shared MBS traffic delivery: as specified in TS 23.501

A sub-AI on MBS architecture does not seem needed any more

	22.2.2. Session Management over NG

Session management signaling for MBS session

Agree to have MBS Session Start/Release procedure for Broadcast but naming is FFS.

Agreed that only PTM applies for broadcast (i.e. no PTP).

NG functions support all NG-RAN signaling resulting from NAS Session Joining: i.e. joining during an activated MBS Session and joining during a deactivated MBS Session, joining while served by a RAN supporting 5MBS and joining while served by a RAN not supporting 5MBS

Support of all activation scenarios, i.e. for UEs in all CM/RRC states and served by both, MBS supporting and MBS non-supporting RAN with UEs having Registration Areas covering supporting/non supporting RAN nodes; whether non-supporting RAN nodes should receive this information is FFS

The reference to the MBS Session which the UE has joined. and, if applicable, the associated QoS flows, are included in a PDU Session Resources Item and maintained within the NG-RAN UE Context. 

The associated QoS flow information should, if applicable, be provided as early as possible, preferably at Joining.

When an MBS session is (re-)activated, group paging may be used toward supporting nodes (to be checked against RAN2 progress)

Support 5GC triggered MBS Session Stop/Deactivation (pending SA2 progress)

The following NGAP procedures are impacted for control of MBS Session related content of a PDU Session within the UE Context data in RAN: PDU Session Resource Setup, PDU Session Resource Modify.

The following UE associated NGAP functions are impacted for mobility reasons for control of MBS Session related content of a PDU Session within the UE Context data in RAN: Handover Resource Allocation, Path Switch Request.

The following protocol principles for interworking with non-supporting nodes are proposed:

- NGAP Session Management functions defined for joining/leaving should be defined in a way that they work in a backward compatible way with non-supporting RAN nodes

- MBS additions to PDU Session Resource procedures should have criticality “ignore”

- we should have explicit NG-RAN reply in PDU Session Resource SMF containers to inform the SMF whether MBS is supported

- MBS additions in PDU Session Resource procedure should ensure for active MBS Sessions the setup of individual resources in non-supporting nodes and setup/use of shared resources in supporting nodes with the same unique protocol means.

Include basic MBS Session related information (at least MBS Session ID, associated QoS flows) in the NGAP SMF transparent containers in the PDU Session Resource messages, where appropriate

An (associated) PDU Session may be associated with more than one MBS Session.

Introduce a new class 2 procedure for multicast MBS Group Paging. name and content FFS

5GC enables both options, multicast and unicast NG-U/N3 transport for NR MBS, but RAN decides, i.e. the RAN either provides for unicast transport the DL TEID or requests the 5GC to provide IP multicast address; St3 details are FFS

A supporting gNB indicates in PDU Session Resource SMF containers for associated PDU Sessions that it support MBS (i.e., effectively the functional support of MBS Session related information). FFS whether this is needed in all containers.

Acknowledge that MBS related information within the associated PDU Session Resource Context may not include associated QoS flow information if interworking with non-supporting RAN nodes is not required; st3 details are FFS.

In case of 5GC individual MBS traffic delivery, if a PDU Session is associated with more than one MBS Session, if applicable, MBS traffic for all MBS Sessions is delivered (concurrently) via the one NG-U/N3 tunnel established for the associated PDU session.

MBS supporting gNBs are not mandated to support IP multicast.

RAN3 continue the work based on current SA2 agreements, if any issues identified in RAN3 later, LS coordination or companies’ internal coordination with other groups are allowed.

mapped QoS flows: unicast QoS flows requested to be established, i.e. included in the legacy QoS flow lists in a way, that non-support RAN nodes would attempt to establish unicast QoS flows and supporting RAN nodes can identify them as mapped QoS flows based on the associated QoS information.

associated QoS flow information: information encompassing: QoS flow QoS parameters for associated QoS flows and mapping information between mapped (unicast) QoS flows and associated QoS flows. The respective information is included in a way that non-supporting RAN nodes would not establish respective RAN resources irrespective the multicast session state.

The reference to the MBS Session which the UE has joined. and, if applicable, the associated QoS flow information, are included in the corresponding PDU Session Resources Item and maintained within the NG-RAN UE Context during active and de-activated MBS sessions. If the (supporting) gNB identifies QoS flows requested to be setup as mapped QoS flows based on information contained in the associated QoS flow information the (supporting) gNB shall not establish unicast resources for those QoS flows. At Xn handover, during an active multicast session, if interworking with non-supporting gNBs is supported in the network, the source node includes both associated QoS flow information and mapped QoS flows within the UE Context in the Handover Request message.

NG RAN MBS Session Resource Context: Encompasses CP and UP, transport and radio resources to support an MBS Session. For multicast it encompasses also the MBS Session state (active, de-activated) information about joined UEs. 

R3-214379 (was 3745) TP 38.423 agreed

R3-214291 (was 3458) TP 38.413 agreed

R3-214378 (was 3744) TP 38.420 agreed

R3-214381 (was 3556) TP 38.410 agreed

RAN3#114e:

About providing mapped QoS flow and associated QoS flow information from CN to RAN, update UE associated NGAP: PDU Session Resource Modify Request Transfer IE and PDU Session Resource Setup Request Transfer IE. 

Introduce a non-UE associated NGAP Class1 Multicast Session Update procedure triggered by MB-SMF to support multicast session update in case the change of some of QoS parameters and/or service area.

Introduce non-UE associated NGAP Class1 Multicast Session Activation procedure and Multicast Session Deactivation procedure, FFS on whether a single procedure or separate procedures should be used for activation/update/deactivation. 

WA: introduce new MB-SMF containers in TS 38.413, subject to SA2/CT4. Applicable for both MC and BC.

Introduce one or two non-UE associated Class1 NGAP procedure(s), triggered by the gNB to implement Multicast Distribution Setup function, and Multicast Distribution Release function.

For location dependent Multicast MBS service, the MBS Distribution Setup/Release procedure is used to setup/release the NG-U tunnel for an area Session. 

WA: Separate NGAP procedures are used to support Distribution Setup and Distribution Release.

WA: Different procedures are used for “Multicast Session Activation/Deactivation” and “Broadcast Session Start/Stop”.

To be continued...

	22.2.3. Dynamic Change Between PTP and PTM for UEs in RRC_CONNECTED State

WA: For multicast, same QoS requirements are applicable regardless of whether PtP or PtM is selected by NG-RAN. [Input from SA2 is needed]

First focus on standalone (i.e. non-MR-DC) scenarios. 

Restrict the terms PTP and PTM for RAN internal delivery decision for the various mode. Agreed that for broadcast only PTM is applicable and for Multicast both PTP and PTM are applicable; PTP and PTM definitions need to be further discussed

PTP and PTM modes can be used simultaneously in the same cell.

The PTP-PTM Switching function is only applicable for a multicast MBS Session and resides in NG-RAN node. It enables the NG-RAN node to decide for which UEs to use PTP or PTM (PTP, PTM to be defined with RAN2) for the MBS session.

The NG-RAN node takes its decision based on information such as MBS Session QoS requirements, number of joined UEs, UE individual feedback on reception quality, and other criteria. The same QoS requirements apply regardless of the decision.   

Applicability of current flow control is FFS

WA: For the RAN2 agreed split MRB bearer with a common PDCP: the decision of using PTP (RLC leg) or PTM (RLC leg) is made by the gNB-DU

In the current RAN2/3 concept the DU does not notify the CU about the DUs (PTP/PTM) decision.

A shared F1-U tunnel is established between gNB-CU and gNB-DU for PTP/PTM transmission associated with split MRB with common PDCP.

	22.2.4. Bearer Management over F1/E1

Use a shared F1-U tunnel for PTM transmission of an MBS radio bearer for an MBS Session

Support the method that gNB-DU assigns the DL F1-U GTP-U tunnel info, provides it to gNB-CU-CP and then gNB-CU-CP forwards it to gNB-CU-UP.

FFS if IP multicast method is supported or not

Provide the MBS Session id, QoS profile from gNB-CU to gNB-DU

Provide the MBS Session id, QoS profile from gNB-CU-CP to gNB-CU-UP

F1/E1 MBS Bearer management procedure can be discussed, but details on e.g. information to signal are pending RAN2/SA2 progress

WA: Standard shall enable a one to one mapping between an MRB and a shared F1-U tunnel

For IP Multicast Transport support for Broadcast and Multicast service：WA: F1-U multicast transport is not supported

For Broadcast Context Management over F1/E1: Use non-UE associated F1/E1 procedures to set up the MBS context and shared F1-U tunnel(s) for a broadcast session (MBS context is used in analogy to UE context)

For broadcast, an MBS context ID may be associated to one or more MRB IDs, to be included in the non-UE-associated F1AP procedure (procedure and IEs are FFS)

Flow control should be enabled for an MRB established for a broadcast MBS session.

WA: For broadcast session, agree to introduce the following gNB-CU-CP triggered F1AP procedures: MBS Context Setup, MBS Context Modification, MBS Context Release. Message name, scope, association with other F1AP procedures and potential alignment with multicast F1AP procedures are FFS

WA: For broadcast session, agree to introduce the following gNB-CU-CP triggered E1AP procedures: MBS Bearer Setup, MBS Bearer Modification, MBS Bearer Release. Message name, scope, association with other E1AP procedures and potential alignment with multicast E1AP procedures are FFS.

MBS Session Context residing in the DU, applicable for BC and MC, which may consist of one or several MRB Contexts.

Each MRB Context corresponds to:

Either one or several F1-U tunnels 

One or several MRBs (MRB “instances”), each with a potentially different Uu configuration to be incorporated into each UE’s individual CellGroupConfig for MC, that RRC container needs to be provided to the CU per MRB “instance”) for individual RRCReconfiguration.

The DU sets up MRB resources upon the following information: 

For MC: based on Knowledge of RRC_CONNECTED UEs being present (derived from MBS Session ID in UE contexts)

For BC and MC: Provided within MBS Session Context related information from CU->DU (MRB QoS etc, service area(s)) 

For broadcast, introduce gNB-CU-CP triggered F1AP procedures: MBS Context Setup, MBS Context Modification, MBS Context Release. Detailed naming FFS.

For broadcast, introduce gNB-CU-CP triggered E1AP procedures: MBS Bearer Setup, MBS Bearer Modification, MBS Bearer Release. Detailed naming FFS.

For broadcast, the shared NG-U tunnel is established during the CU-CP triggered E1AP: MBS Bearer Setup procedure. The IP multicast address could be included in the E1AP: MBS Bearer Setup Request, and the unicast transport DL NG-U GTP-U address could be included in the E1AP: MBS Bearer Setup Response.

The gNB-DU assigns the G-RNTI.

Encoding of the L1/L2 related configuration part of the MCCH configuration related SIB follows the current work split between CU and DU, further F1 signalling details are FFS

RAN3#114e:

For Broadcast and Multicast, optional use of DL flow control in the shared F1-U tunnel. 

For split MRB with common PDCP, shared F1-U tunnel is used, existing NR user plane protocol functions need to be reviewed for their applicability for MBS.

For Multicast, reuse the existing UE-associated F1AP procedures to provide per UE the joined MBS Session IDs, further FFS UE specific MBS information and MBS context information (FFS).

Introduce a set of E1 procedures to control NR MBS resources in gNB-CU-UP including NG-U and F1-U terminations. FFS whether the E1 procedures are defined to apply for both, BC and MC. FFS whether the E1 procedures are defined on MRB context or MBS Session level.

If F1-U flow control is applied for NR MBS

-
Reuse existing PDU Type 0 and Type 1 to support flow control for multicast and broadcast

-
No additional protocol elements required to be specified in TS 38.425 for support of BC MBS NR

-
Discussions on additional procedure text are necessary for the DDDS procedure to clarify how to specify how the receiving node shall interpret the contained information in case DDDS is applied on an MRB.

To be continued...

	22.2.5. Multicast Group Paging

Discussion based on LS in R3-214692
RAN3#114e:
RAN3 shall support Option 2 (i.e., Paging for multicast session activation notification is used in the relevant legacy POs for the UEs with non-activated multicast session(s)).

It is proposed to include “UE Identity Index value” IE (i.e., 5G-S-TMSI mod 1024 defined in 9.3.3.23 in TS38.413) in the Multicast group paging message.

It is proposed to include “Paging DRX” IE in the Multicast group paging message. 

FFS: Paging DRX is UE specific or Session specific.

FFS: paging area shall include per list of UEs to be paged. 

It is proposed to include “MBS Service Area” IE in the Multicast group paging message, the detail is FFS.

The IE“UE RAN Paging Identity” is not included in RAN Multicast Group Paging message.

The set of TPs are technically correct

	22.2.6. Others

Control of the Broadcast/Multicast area (within one gNB-DU):

An MBS session is denoted by an MBS session identifier unique within the PLMN

For multicast, the gNB determines the area in which MBS user data needs to be provided by knowledge of the UEs that have joined the MBS Session

For multicast, the area in which MBS user data needs to be provided may be further limited by the multicast service area; input from SA2 expected

For multicast, the area in which the MBS user data needs to be provided is deduced from UE Context data

Broadcast session is associated with Broadcast service area which is provided by 5GC.

On NG-C interface, Broadcast service area info (e.g. a list of cell IDs) is indicated in the NGAP MBS session resource signaling, for broadcast sessions. FFS for multicast session

A list of cell IDs and/or tracking area IDs may be included in the NGAP MBS session source related signaling to indicate MBS service area information for local multicast session and local broadcast session.

Area session ID may be included in the NGAP MBS session resource related signaling to indicate MBS service area information for local dependent multicast session(s) (FFS for local dependent broadcast session).

Discuss whether MBS service area identity (SAI) can be used as MBS service area information.

WA: A list of IDs (e.g. SAI) may be used for identifying MBS service area of a broadcast session, pending to RAN2 agreement.

The basic principle for Xn-based handover of UEs receiving multicast service available within a limited area: 

(1) The Source gNB provides the MBS service area information (e.g. cell list or tracking area list) to target gNB in Handover Request message as a part of MBS session related information. or, alternatively (2) the source gNB may deduce that the target not in the MBS service area anymore and not provide MBS session related information at all.

for (1), The target gNB may perform MBS session admission control according to the MBS service area information. 

or (1), If the UE is no longer in the MBS service area in the target gNB, the target gNB does not establish the MBS session. 

RAN3#114e:

For delivery of location dependent contents of a broadcast session, Area session ID related information is included in the NGAP broadcast session resource setup procedure to indicate MBS service area information.

For delivery of location dependent contents of a broadcast session, per Area Session ID NG-U tunnels are established.

To support provision of multicast content within a limited area during handover, for each active MBS multicast Session, Service Area Information may be provided to the target gNB within handover related signalling.

Further discussion based on LS in R3-214710
To be continued...

	22.3. Mobility with Service Continuity for UEs in RRC_CONNECTED State

QUOTA: 2

Prioritize work on support of mobility scenarios of UEs moving from a cell with established MBS session resource to another cell with established or to be established MBS session resource.

For the prioritized scenario, intra-CU mobility and Xn/NG based inter-gNB mobility will be considered.

WA: the UE Context to be transferred to the target gNB contains information about the MBS Session(s) the UE joined. Details are FFS.

Xn Handover Request and the NG Handover Request message should contain MBS context information for the UE

The F1AP UE context should contain MBS context information

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress)

WA: In RRC_CONNECTED state, the MBS multicast tree is updated between the gNB and the MB-UPF at least for the first UE joining an MBS multicast session at a gNB. Similarly, the MBS multicast tree is updated between the target gNB and the MB-UPF at least for the first UE requesting an MBS multicast session and accepted into the target gNB.

	22.3.1. Mobility Between MBS Supporting Nodes

For multicast, NR MBS shall provide means for minimization of data loss during mobility

For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.

Source and target gNBs derive synchronized PDCP SN from sequence number and the solution is FFS.

RAN3#114e:

After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF: Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting

	22.3.2. Mobility Between MBS Supporting and non-MBS Supporting Nodes

Deprioritize any detailed study on mobility between MBS-supporting gNBs and non-MBS-supporting gNBs, with the exception of studying impacts on Session management, until SA2 clarifies requirements and achieves some basic agreements

For mobility from supporting to non-supporting nodes:

WA: Standards shall provide means whereby the SMF knows when receiving a Path Switch Request when a target NG-RAN node does not support MBS and means for SMF to then switch from shared delivery to individual delivery. 

WA: MBS support Indicator is included in Path Switch Request Transfer sent by an MBS supporting node to indicate support. 

MBS traffic delivery resources will be set up at target side using the information provided in the associated PDU session resource context in HO Request (for both Xn and NG mobility)

Standards support data forwarding to minimize data loss during handover from MBS-supporting nodes to non-MBS supporting nodes.

If data forwarding is used from MBS-supporting nodes to non-MBS supporting nodes, the source NG-RAN node should include in forwarded packets the unicast (flow) QFI mapped from the received MBS (flow) QFI.

MBS support Indicator is included in Path Switch Request Transfer sent by an MBS supporting node to indicate support 

Capture an editor’s note in BL CR 38.300: “whether other options for mobility from supporting to non-supporting nodes are specified to fulfil lossless data forwarding is FFS”

RAN3#114e:

Supporting to non-supporting:

WA: It is assumed that the source gNB is aware of the MBS support of the target gNB before the handover. The source gNB may also avoid full configuration at the non-supporting gNB. 

For when to stop data forwarding, agree to eliminate control plane solutions and continue working on user plane solutions.  

Non-supporting to Supporting:

Agree to continue working on solutions avoiding duplicates during the switch from DRB to MRB.

To be continued…

	22.3.3. Others

The discussion on CHO for MBS is deprioritized in R17.

Proposals for Handover enhancements on reliable and low-latency NR MBS are deprioritized in R17

	22.4. Others

QUOTA: 1

Reception of broadcast service is supported in Rel-17 and according to RAN2 agreement, UE RRC state is of no relevance for reception of broadcast.

For broadcast services reception, service reception continuity issues should be discussed in RAN3 based on the progress in RAN2.

Whether the reception of multicast services is supported in idle/ inactive mode and the impact to RAN3, is pending RAN2 progress.

Broadcast service continuity:

- Support service continuity for broadcast service.

- Support of MBMS interesting indication (RAN2 has agreed)

-- FFS: the cell lists to be transferred over the NG interface include the cells in both the current and the neighbor gNBs.

- Support of MBMS frequency layer prioritization

-- Pending to RAN2 progress

-- FFS for SAI/ group ID 

- Neighbor cell broadcasting status for ongoing services,

-- Pending to RAN2 progress

- No need to exchange target/neighbor cell MTCH configuration of a Broadcast Service via Xn interface.

Relationship between the state of MBS session and UEs:

- There is no need to discuss the relationship between the state of the MBS session and that of per UE in RAN3 at this stage.

Exchange of per cell MBS configuration:

- There is no need to transfer the per cell MBS configuration over Xn, F1 and/or E1 interfaces for coordination.

WA: For broadcast session, the LTE mechanism on MBS frequency layer prioritization shall be revisited for NR, if MBS frequency layer prioritization is supported by RAN2

WA: If SAI/ID is used to identify an MBS service area, it may be configured by OAM.

RAN3#114e:

NR MBS supports MBS frequency layer prioritization for broadcast MBS sessions

Signal the supported MBS IDs per served cell via XnAP. e.g. Xn Setup / NG-RAN node Configuration Update procedure. The definition of the MBS ID is FFS.

To be continued...

	23. NR Sidelink Relay WI

WID [NR_SL_Relay]: RP-211050 (target: RAN #95) [TU: 0.5 (0.5 0.5)]

QUOTA: 4

	23.1. General

Time plan, skeletons, BLs

	23.2. Specification of Relay and Remote UE authorization

Specify mechanisms for Relay and Remote UE authorization for L3 and L2 relaying and re-use LTE as baseline

RAN3#114e:

Define a new IE to indicate whether UE is authorized to use 5G ProSe services. The type of authorization information includes at least one or more items as below:

- 5G ProSe Direct Discovery

- 5G ProSe Direct Communication

- 5G ProSe Layer-2 UE-to-Network Relay

- 5G ProSe Layer-3 UE-to-Network Relay

- 5G ProSe Layer-2 Remote UE

Support ProSe NR UE-PC5-AMBR and PC5 QoS parameters for ProSe. 

Include 5G ProSe authorized information in the listed NGAP messages.

INITIAL CONTEXT SETUP REQUEST

UE CONTEXT MODIFICATION REQUEST

HANDOVER REQUEST

PATH SWITCH REQUEST ACKNOWLEDGE

Include 5G ProSe authorized information in the listed XnAP messages.

HANDOVER REQUEST

RETRIEVE UE CONTEXT RESPONSE

Support SL relay in split architecture in R17.

Include 5G ProSe authorized information in the listed F1AP messages.

UE CONTEXT SETUP REQUEST

UE CONTEXT MODIFICATION REQUEST

Stage3 details on whether the 5G ProSe authorized IEs are included as individual IEs under a parent IE or as a bitmap.

FFS whether reuse existing IEs or define dedicated IEs for ProSe NR UE-PC5-AMBR and PC5 QoS parameters.

To be continued…

	23.3. Specification of Control Plane procedures

Specify Control Plane procedures for U2N, including RRC connection management, system information delivery, paging mechanism and access control for Remote UE

RAN3#114e:

F1 enhancement is needed to support L2 U2N sidelink relay

The discussion on how to wake-up the candidate relay UE in RRC_IDLE/INACTIVE state for direct-to-indirect path switch should wait for RAN2 progress first. 

WA: F1AP signalling is use to configure Uu/PC5 RLC channel. 

WA: F1AP signalling should support the configuration of mapping between DL bearer of remote UE and Uu RLC channel

Focus on major issues, to be continued…

	23.4. Others

	24. NR Small Data Transmissions in INACTIVE state

WID [NR_SmallData_INACTIVE]: RP-212594 (target: RAN #95) [TU: 1 (1 1)]

QUOTA: 4

	24.1. General

Time plan, skeletons, BLs

	24.2. Support of Context Fetch and Data Forwarding

Context fetch and data forwarding (with and without anchor relocation) in INACTIVE state for RACH-based solutions

RAN3#114e:

Common for RA-SDT:
For CG based SDT, RAN3 will further discuss impacts and mainly consider split-gNB case.
Subsequent UL/DL transmission following UL SDT without transitioning to RRC_CONNECTED is supported for SDT

The existing Retrieve UE Context procedure can be reused for both with and without anchor relocation scenarios with possible enhancements. Details will be discussed later.

UL data for SDT is buffered at the receiving node in the successful context retrieval procedure. For other cases, the common understanding is that UL data may need to be buffered as well, details are pending.

The last serving gNB, i.e., anchor gNB, will be the decision maker on whether to relocate anchor or not. Assistance information provided by the receiving gNB may help on the decision. Details of assistance information are pending future discussion

For RA-SDT, “SDT Indicator” is introduced in RETRIEVE UE CONTEXT REQUEST message, and the message may include other SDT Assistance Information. 

For split CU/DU case, gNB-DU sends “SDT indicator”to gNB-CU in the INITIAL UL RRC MESSAGE TRANSFER message.

During SDT procedure, SRB PDCP PDU (FFS on the first SDT payload) shall be transferred between new gNB and anchor gNB, either via extending the XnAP RRC TRANSFER message or via defining a new XnAP class-2 procedure. 

Specific for RA-SDT without anchor relocation:
For RA-SDT without anchor relocation case, SDT related UE context may be retrieved from anchor gNB to the receiving gNB. 
For RA-SDT without anchor relocation case, for SDT DRB transfer, its stage2 overall procedure shall enhance either legacy Periodic RNA update without UE context relocation procedure or legacy RNA update with UE context relocation procedure. 

The receiving gNB forwards PDCP PDUs (RLC SDUs) via GTP-U tunnel per SDT DRB to the anchor gNB.

In case of no anchor relocation, the anchor gNB is not allowed to transfer its security related IEs included in “UE Context Information – Retrieve UE Context Response” IE to the receiving gNB. (refer to SA3 LS: R2-2109065)

SDT related RLC bearer configuration for SDT DRB/SRB should be transferred from anchor gNB to the receiving gNB.

Enhance RNA update without UE context relocation procedure for RA-SDT without anchor relocation case

Focus on signaling design, SDT related UE context, to be continued…

	24.3. Support of CG based SDT

For CG based SDT, RAN3 will further discuss impacts and mainly consider split-gNB case.

RAN3#114e:

CG-SDT query indication IE is provided to the gNB-DU in UE CONTEXT MODIFICATION REQUEST message to request the gNB-DU to provide the CG-SDT configuration.

CG-SDT resource configuration is provided to the gNB-CU in UE CONTEXT MODIFICATION RESPONSE message. 

When receiving RRCResumeRequest message for CG-SDT, the gNB-DU triggers the UL RRC Message Transfer procedure.

WA: Lower layer configuration for SDT DRBs, F1AP association, and F1 tunnel information are kept in gNB-DU when gNB-CU sends the UE to RRC_INACTIVE. 

WA: Once the UE initiates RRC Resume procedure from another cell, the gNB-CU shall indicate to the gNB-DU to release the assigned CG-SDT resource.

WA: New IE is included into the E1AP BEARER CONTEXT MODIFICATION REQUEST message to indicate resume or suspend operation for SDT bearers. 

To be continued…

	24.4. Others

RAN3#114e:

WA: when applying Way 2 for SDT without anchor relocation, RAN3 assumes the anchor could move the UE back to RRC Inactive by using RRCRelease message.


At RAN3 #114bis-e (1 TU) and RAN3#115e (0.5 TU):

	Basket for "late" Rel-17 WIs as needed (IoT over NTN, Multi SIM, UE Power Saving enh.)                                                                 

Each item will have a separate agenda item, e.g., 30.1 for IoT over NTN, 30.2 for multi-SIM, 30.3 for UE Power Saving enh. 

	30.1. NB-IoT and eMTC support for NTN

WID [LTE_NBIOT_eMTC_NTN]: RP-211601 (target: RAN #95) 

QUOTA: 3

NB-IoT and eMTC NTN support for E-UTRAN (i.e. including S1 interface) will be specified by re-using NR NTN functionality as a baseline, e.g.

- Support for cell identity and TA corresponding to Earth-fixed area in relevant network interfaces (taking Rel-17 NR NTN as baseline where appropriate)

- Support for country-specific CN routing (taking Rel-17 NR NTN as baseline where appropriate)

- Support for identification and restriction of satellite access (following Rel-17 NR NTN, and if confirmed by SA2) 

- OAM requirements (taking Rel-17 NR NTN as baseline where appropriate).

	30.2. Multi-SIM

WID [LTE_NR_MUSIM]: RP-211561 (target: RAN #95) 

QUOTA: 2
Wait for other groups to progress on the Paging Cause, busy indication

	30.3. UE Power Saving Enhancements

WID [NR_UE_pow_sav_enh]: RP-212630 (target: RAN #95) 

QUOTA: 2
Study and specify paging enhancement(s) to reduce unnecessary UE paging receptions, subject to no impact to legacy UEs

	30.4. UPIP Support with EN-DC

WID [UPIP_SEC_LTE-RAN-Core]: RP-213669 (target: RAN #95) 

QUOTA: 1
Specify RAN basic functions for optional support and use of UPIP (at the full data rate supported by the UE) for the EPC connected architectures using NR PDCP


The completion status of the Enhanced eNB Architecture Evolution WI is 99%. And the WID revised in RP-213667 in RAN#94e.

	 (Note: The normative work on this WI has completed in RAN3 from technical point of view, since the Rel-17 specs. have not been created yet, we mark the completion of this WI as 99%, and keep this WI open till March, 2022. No additional TU for this WI, while if any further updates are needed, CRs can be submitted here.)
Move E1 series to 37.4xx and to add a pointer in 38.46x series from rel-17. Stage-2 should not be impacted. 

Please the spec rapporteurs (TS38.460/TS38.461/TS38.462/TS38.463) to submit 1) 38.46X CRs that turn the specs into pointers and 2) New TSs (TS37.480/TS37.481/TS37.482/TS37.483) in AI30.5 in RAN3#114bis-e for discussion and approval, those contributions from spec rapporteurs are quota free. For new TS37.480/TS37.481/TS37.482/TS37.483, the text added by REL-17 WI LTE_NR_arch_evo_enh-Core should be visible with revision marks.

	31. Corrections and Enhancements to Rel-17

[TU: 0.5 (0.5 0.5)] (shared with AI 9)

	31.1. Corrections

	31.1.1. Inclusive Language Review

According to guidance from RAN #90e:

RP-202179 was endorsed; WGs are encouraged to ask the rapporteurs of the relevant specifications to produce draft CRs for the terminology changes by March 2021. The formal approval of the terminology CR for each spec will be undertaken together with the first Rel-17 technical CR for that spec

Only Rapporteur CRs for endorsement; not to be implemented until we decide to generate Rel-17 specs

Previous summary of offline disc. in R3-210985 (noted)

R3-211084, R3-211148 endorsed at RAN3 #111-e

On Coordination with other groups for non-3GPP references like “slave clock” which exists in the title of non-3GPP references, there is nothing for RAN3 to do on this topic for now, but work may be necessary in the future.

Keep the scope of this activity to all Rel-16 TSs and Rel-16 TRs expected to be a part of Rel-17 (TR 25.931 is the only one identified so far). The endorsed CRs will be implemented by MCC when Rel-17 specifications are created based on RAN plenary guidance.

According to latest MCC guidance, endorsed CRs are to be treated like BL CRs, i.e. they should be updated by Rapporteurs in case of spec update, and resubmitted to RAN3 for agreement at the end of the Rel-17 cycle. MCC will then send them to RAN for approval in a separate CR pack.

(Summary of offline disc. at RAN #91-e: RP-210831, noted)

RAN#92e:

Discussion on inclusive language review: RP-211518 (summary of e-mail discussion) and RP-211519 (LSout to TSG SA and TSG CT) . Pls rapporteurs who provided the endorsed CRs in AI31.1.1 before review ASN.1 code as well, and if any "offending" terminology is found, pls change it also in the code.

RAN3#113e:

RAN3 Specification Rapporteurs to continue reviewing their specifications and the CRs they already provided in light of the findings in Table 1 of R3-213775, coordinating as needed, using their best judgment to decide where it might make sense to align toward other RAN WGs (e.g. RAN2, RAN4). In other words, alignment is not mandatory, but rather “nice to have”.

	31.1.2. Rapporteur Review

Only for Rapporteurs to provide running CRs with minor/editorial fixes for R17 specs based on pre-meeting email checking

	31.2. Enhancements

QUOTA: (was 7) 

	31.2.1. Local NG-RAN Node Identifier

Previous in R3-206827, R3-206821 (noted)

Previous summary of offline disc. in R3-206967 (noted)

A standardized solution enabling an inter vendor interoperable way for an NG RAN node to deduce the identity of another NG RAN node from the received I-RNTI is needed

Agree on the benefits of a solution that allows at least some flexibility in the selection of the Local Node ID length; further details FFS

Previous summary of offline disc. in R3-211131 (noted)

The description in the informative Annex C of TS38.300 is not sufficient, and a fully standardized solution to minimize OAM configuration needs to be produced by RAN3

The solution shall support flexible assignment of the maximum number of Inactive UE contexts per NG-RAN node

The maximum number of Inactive UE Contexts may differ between NG-RAN nodes, and it may be changed after node deployment in a semi-static manner.

WA: a solution based on exchanges of Local gNB-ID over Xn should be pursued; Xn signaling impact should be limited
WA: Down-selection will be based on the listed criteria above. Solution 3 might be considered as a potential enhancement in the next step.

RAN3#114e:

Solution 3 will be continued next meeting.

To be continued...

	31.2.2. PDCP Duplication

RAN3#114e:

Propose to agree the following and capture into the Chairman minutes:

For R15/R16 status quo, both MN and SN (without node coordination) can send the activation/deactivation MAC CE to the UE. And the UE just follows the received MAC CE. 

Consider if possible to have a joint solution (including both CP based, UP based approach after taking respective potential issues into account). 

Consider to close this topic if still no consensus (i.e. up to contribution driven later on). 

To be continued…

	31.2.3. PRACH Coordination Between LTE and NR

Previously discussed as part of Rel-17 SON WI (RACH optimization enhancements)

The Scenario 1 on coordination between the standalone NR sites and their neighboring LTE sites need to be studied in TEI-17.

To send the LS to RAN1 to check the Scenario 1 can be also use the same solution as EN-DC.

RAN3#114e:

Reuse Protected E-UTRA Resource Indication (from LTE to NR) + E-UTRA-NR cell resource coordination information to support resource coordinate between SA NR and LTE. Whether to exchange PRACH Configuration as resource coordination information is FFS.

Down selection on the solutions need to be done in next meeting, to be continued...

	31.2.4. Support exchange of protocol support at target RAN node for NG handover
RAN3#114e:

Topic to be continued, taking the inputs and discussion in this meeting as a starting point. 

The following points are recommended to be considered:

Further analysis of the approaches (other approaches or refinements not precluded)

Determine which RACS scenarios to cover e.g. only remote RAN support, or remote far-end (including CN and RAN)

Continue to aim for a general solution, if possible, for RACS and other future use cases

The possibility of solution combinations should not be discarded

To be continued...

	31.2.5. CHO with SCG configuration

RAN3#114e:

RAN3 proceeds with the work as a TEI17 topic (it is requested to assign a dedicated TEI17 agenda). 

A CHO indicator is added to both, the ADDITION REQUEST and the MODIFICATION REQUEST messages.

Feasibility of resource optimization at the target SN will be analyzed, at least for the scenario where multiple target MNs prepare a single target SN for the same UE.

Coordination with the CPAC progress is needed in following:

- early data forwarding

- F1/E1 impact

- Stage-2 for the MN-initiated release of the source SN

To be continued...

	31.2.6. Others
Including other left issues, e.g., CSI-RS configuration exchange, left issues on MDT Report Amount, new XnAP Cause, 2-step RRC resume...

	32. Any other business

	33. Closing of the meeting (Wednesday 15:00 UTC)
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Only delegates registered to the meeting will receive invitations to conference calls
All times are UTC
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	1300
	 Org: AI 1-7
LSs: AI 8
Corrections: AI 9
	Corrections: AI 9 (cont.)

	MR-DC Enh WI: AI 14
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	Sidelink Relay WI: AI 23
NPN WI: AI 16
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(e-mail disc. check)
G
	SON/MDT WI: AI 10
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	1600
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	1200
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IAB WI: AI 13
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A
	
	
	
	
	

	
	NTN WI: AI 20
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A
	
	
	
	
	

	1500

1600
	QoE Mgmt WI: AI 15
(e-mail disc. check)
	
	1500
END OF MEETING
	
	
	



blue

Study Items
A, G

chaired by Vice-Chairs
red

changed
red strikethrough
not treated
*

if needed

Session starts at 1200 UTC
Future meeting dates
	Title
	Dates
	Venue
	Host

	RAN3 #114bis-e
	17-26 Jan 2022
	Electronic Meeting
	-

	RAN3 #115-e
	21 Feb-3 Mar 2022
	Electronic Meeting
	-

	RAN #95-e
	21-25 Mar 2022
	Electronic Meeting?
	-


Agenda color coding

	10. Agenda Item

	10.x. Sub Agenda Item

QUOTA: 5

	10.x.1. Sub-sub Agenda Item

	10.x.1.1. Sub-sub-sub Agenda Item

	TOPIC GROUPING (used to group and highlight a topic, but it is not an Agenda Item)

	10.x.1.2. Sub-sub-sub Agenda Item


QUOTA: n Each company may submit up to n contributions to the Agenda Item where this number appears. This number applies to the sum of all Tdocs submitted to all the sub-Agenda Items. In the example above, a company may submit up to 5 contributions to AI 10.x in any combination: e.g. up to 4 to 10.x.1.1 and up to 1 to 10.x.1.2, or up to 3 to 10.x.1.1 and up to 2 to 10.x.1.2, and so on.
Chair’s notes color coding

	R3-xxxxxx
	Available but not yet treated document 
	Chair notes

	R3-xxxxxx
	This document has low priority
	

	R3-xxxxxx
	This document was not available at submission deadline or withdrawn
	Chair notes

	R3-xxxxxx
	The quota for at least one of the sourcing companies was exceeded in this AI. This document is to be considered withdrawn and will not be treated.
	Chair notes

	R3-xxxxxx
	This document was treated at this meeting and a decision has been made
	Chair notes

	R3-xxxxxx
	Agreed (or approved) proposal: e.g. Working Assumption, tdoc proposal, etc...
	Chair notes
Approved – used for Report and Agenda
Agreed – used for CR to be sent to RAN or LS out
p-Approved (partially approved) – used for BL CR or TR subject to tdoc allocation by MCC for next meeting
Merged – used for a tdoc agreed to be merge in a BL CR or TR
Endorsed – used for CR to be agreed by other WG e.g. TS 36.300 or Draft Status Report (DSR) produced in meeting

	R3-xxxxxx
	Request for ComeBack (CB) during the meeting 
	Chair notes
 a Come Back is required during the meeting
CB # n_FolderName
- comments 
(Company - moderator)

	R3-xxxxxx
	Open issue which might require further clarification in next meeting
	Chair notes
Comments (no agreement)

	R3-xxxxxx
	E-mail discussion (typically after the meeting)
	Chair notes
Email#01
Deadline 
(Company) 

	R3-xxxxxx
	 “To be continued” discussion: there was no agreement at this meeting and the discussion may continue at the next meeting
	Chair notes
To be continued

	R3-xxxxxx
	Important warning for consideration
	Chair notes
Important warning for consideration


