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1. Introduction

In the last RAN3#113e meeting, the AI-based network energy saving solution was discussed as a priority use case, further research on split architecture base station was confirmed to be necessary. Taking into account some common problems between the split architecture and non-split architecture as well as the differences, it is essential to discuss the AI ES solutions of split architecture base stations in the future. This contribution proposes corresponding solutions for different deployment mechanism of model training and model inference for split architecture base stations.
2. Discussion

For the non-split architecture, the question of whether the energy-saving decision is generated by the OAM or gNB itself has caused a lot of thinking. Different deployment methods of model training and model inference modules will have various impacts on the interface and standards, and same to the split architecture base stations. In CU-DU split architecture, the gNB-CU can be responsible for scheduling multiple DUs, so CU usually performs data collection and model training. The gNB-CU can collect information of cells and UEs from multiple DUs for training, which makes ES decisions or corresponding handover strategies more accurate and appropriate. The existing SON/MDT program can be used as a data collection method. Real-time information such as the load and number of users from multiple DUs is used as a feature input to enter training, predicting the load traffic of different network nodes and then determining energy-saving strategies.
The instructions for model deployment/upgrade are discussed to be kept in the functional framework. How to trigger the deployment and update procedure of a model in the application scenario need to be designed according to specific use cases and algorithms.
Observation 1: When performing data collection and training processing, a split architecture base station CU will consider the information report of multiple DUs and making decisions from multiple perspectives. 

Observation 2: The different deployment solutions of model training and model inference modules in the split architecture base station will have multiple effects on the deployment and update for models.

2.1. Solution 1 - Model training and model inference at CU side
In this solution, the AI function of network centralized unit is initiated through OAM. Model training and model inference are both deployed on CU side, and CU is responsible for collecting information from DUs and issuing appropriate strategies to them to achieve power saving goal. As one CU may perform scheduling control of multiple DUs, DU1 and DU2 are both considered to provide relevant training information in this contribution to make strategies more accurate. The following Figure depicts the solution and signaling procedure for solution1.
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Figure 1 Model training and model inference at CU side
Step 1. OAM initiates AI/ML activation signaling to CU to call up a list of models based on trajectory prediction and base station power saving use cases. The related indications including the type of the use case models and corresponding available algorithms, a list of feature inputs and historical training data, and the activate/deactivate instructions of use case model, etc. 

Step 2. CU initiates the synchronization of DU1 AI ​​function, information about the ID of related entities, the list of supported models and algorithms, and the characteristic inputs and outputs of models are synchronized. 
Step 3: CU initiates the synchronization of the AI function to DU2 through signaling, similar to step 2
Step 4. CU sends measurement configuration information to UE through the base station DU, indicating UE to report location information and related information of RSRP and RSRQ of the serving cells and neighboring cells, SINR value, anonymous ID (For example, C-RNTI) and their energy consumption information, etc.
Step 5. UE sends the required measurement information to base station CU through Measurement Report.

Step 6. Model training. Analyzing and evaluating the offline or online model using the measurement data.
Step 7. CU sends AI Model Deployment to DU1 to indicate the utilization of a model. 
Step 8. DU2 sends relevant feature input data to CU, which includes the base station energy consumption, cell PDCP volume, PRB utilization, RRC connection number, and the throughput, time delay, etc. 

CU sends AI Model Deployment to DU1 to indicate the utilization of a model. 
Step 9. Model Inference. Predictions and corresponding strategies are made according to the measurement data through trained ML model.
Step 10. CU issues decision-related configurations to DU1 through the F1 interface.

Step 11. Recommended actions or configurations are executed at DU1. 

Step 12. DU1 sends performance feedback to the centralized management node, contains feedback information of cell energy saving effect, network performance, etc. 

Step 13. DU2 sends performance feedback to the centralized management node, contains feedback information of cell energy saving effect, network performance, etc. 

Step 14: CU updates the model and optimizes the model parameters according to the feedback message.
Therefore, 

Proposal 1: Model training can be deployed on the CU side of the base station, and model inference can be deployed on the CU side or DU side according to the specific scenario.
2.2. Solution 2 - Model training at CU and model inference at DU
In this solution, Model training and model inference are deployed at CU and DU respectively. The AI function of CU is initiated through OAM. As the input data messages from DU2 are similar to DU1, we don’t draw DU2 in the depict figure as shown below. 
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Figure 2 Model training at CU and model inference at DU
Step 1. OAM initiates AI/ML activation signaling to CU to call up a list of models based on trajectory prediction and base station power saving use cases. The related indications including the type of the use case models and corresponding available algorithms, a list of feature inputs and historical training data, and the activate/deactivate instructions of use case model, etc. 

Step 2. CU initiates the synchronization of DU1 AI ​​function, information about the ID of related entities, the list of supported models and algorithms, and the characteristic inputs and outputs of models are synchronized. 
Step 3: CU sends measurement configuration information to UE through the base station DU, indicating UE to report location information and related information of RSRP and RSRQ of the serving cells and neighboring cells, SINR value, anonymous ID (For example, C-RNTI) and their energy consumption information, etc.
Step 4. UE sends the required measurement information to base station CU through Measurement Report.
Step 5. Model training. Analyzing and evaluating the offline or online model using the measurement data.
Step 6. CU sends a model deployment message to DU1 to indicate the application of the model.

Step 7. DU1 performs the model inference process, based on the latest recommended model of CU, and makes energy-saving decisions based on data reported by the UE and DU2.
Step 8. Recommended actions or configurations are executed at DU1.
Step 9. DU1 sends performance feedback to the centralized management node, contains feedback information of cell energy saving effect, network performance, etc.
Step 10. CU updates the model and optimizes the model parameters according to the feedback message.
Step 11. CU send requests to DU1 to receive the updated model.
Step 12. DU1 agrees to receive the update model and sends an ACK to CU.
Step 13. DU1 refuses to update the model according to its own situation, and then feedbacks the reason for rejection; if DU1 fails to receive the message, it sends the cause of failure and the time to wait for re-initiation.
Proposal 2: In the solution where model training is deployed at CU and model reference at DU, DU needs to obtain the updated model from CU to make further decisions, and DU has certain flexibility to decide whether to receive the model updates.
3. Conclusion

In this contribution, we propose the following observations and proposals:

Observation 1: When performing data collection and training processing, a split architecture base station CU will consider the information report of multiple DUs and making decisions from multiple perspectives. 

Observation 2: The different deployment solutions of model training and model inference modules in the split architecture base station will have multiple effects on the deployment and update for models.
Proposal 1: Model training can be deployed on the CU side of the base station, and model inference can be deployed on the CU side or DU side according to the specific scenario.
Proposal 2: In the solution where model training is deployed at CU and model reference at DU, DU needs to obtain the updated model from CU to make further decisions, and DU has certain flexibility to decide whether to receive the model updates.
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