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1	Introduction
In last RAN3#113 E-meeting, the potential standards impact for the use case of AI based Load balancing on existing nodes, functions, and interfaces were discussed and the updated TR was endorsed [1]. 
The detailed working procedure for AI based load balancing is still FFS. This contribution will address the potential procedures.
2	Discussion
In last RAN3#113 E-meeting, it was agreed that the following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   

In the following, the potential working procedure, including mapping of AI framework with the existing NG-RAN architecture, as well as the impact on the network interfaces are discussed. 
We take the CU-DU non-split architecture as starting point for the illustration. The objectives and proposals can also be applied to CU-DU split architecture.













2.1 Solution 1: model training and inference are performed in OAM
AI-based load balancing with both model training and inference in OAM is illustrated in figure 1.


Figure1 AI-based load balancing flow chart: model training and inference are performed in OAM
Step 1: OAM retrieves the data from gNB and/or UE and optionally, the OAM could send out the data retrieval request message to trigger the data reporting. The collected data includes the MR reports, performance measurements, e.g., PRB usage, RRC connections, number of active UEs, hardware capacity etc.
Step 2: OAM performs the ML model training with the input data and generates the ML model
Step 3: OAM executes the ML inference and generates the inference results. The inference results could be load prediction or inter-frequency measurements. OAM could further produces the load balancing policy or command.
Step 4: OAM sends the load balancing policy or command to gNBs, and gNBs take the appropriate actions.
Step 5: gNBs/UEs provide the performance feedback to OAM.
Step 6: OAM performs the performance evaluation and executes the ML model retraining and update if needed.
Specification impact:
· Data retrieval request and reporting between gNB and OAM are needed, some enhancements on the NRM and PM may be needed.
Observation 1: Coordination between gNB and OAM is needed for the solution with model training and inference are performed in OAM. 

2.2 Solution 2: model training in OAM and model inference in gNB
AI-based load balancing with model training in OAM while model inference in gNB is illustrated in figure 2.


Figure1 AI-based load balancing flow chart: model training in OAM and model inference in gNB
Step 1: OAM retrieves the data from gNB and/or UE and optionally, the OAM could send out the data retrieval request message to trigger the data reporting. The collected data includes the MR reports, performance measurements, e.g., PRB usage, RRC connections, number of active UEs, hardware capacity etc.
Step 2: OAM performs the ML model training with the input data and generates the ML model
Step 3: OAM distributes the ML model to gNBs
Step 4: gNBs executes the ML inference and generates the inference results. The inference results could be load prediction or inter-frequency measurements 
Step 4: gNB exchanges the predicted load information with the neighbouring gNBs 
Step 5: gNB takes the apporproate actions, including generating the network optimisation policy based on ML inference results and executes the policy
Step 6: gNBs/UEs provide the performance feedback to OAM.
Step 7: OAM performs the performance evaluation and executes the ML model retraining and update if needed.

Specification impact:
· Data retrieval request and reporting between gNB and OAM are needed, some enhancements on the NRM and PM may be needed.
· ML model distribution from OAM to gNB
· Load prediction information exchange between gNBs and between logical entities within the gNB, e.g., between gNB-CU and gNB-DU
Observation 2: The solution with model training in OAM and model inference in gNB has specification impacts on both interface between OAM and gNB, interfaces between gNBs and interfaces between logical entities within the gNB.
Proposal 1: RAN3 to discuss the potential solutions for AI-based load balancing and capture the solutions in the TR 37.817.


3	Summary
This contribution addressed the open issues for AI based load balancing, and made following observations and proposal:
Observation 1: Coordination between gNB and OAM is needed for the solution with model training and inference are performed in OAM. 
Observation 2: The solution with model training in OAM and model inference in gNB has specification impacts on both interface between OAM and gNB, interfaces between gNBs and interfaces between logical entities within the gNB.
Proposal 1: RAN3 to discuss the potential solutions for AI-based load balancing and capture the solutions in the TR 37.817.

4	Reference
[1] 	3GPP TR 37.817-030, CMCC
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