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1
Introduction

At last meeting, we had some discussion on whether to keep the arrow from Model training to Model inference for ML model deployment/Update and also whether to keep the arrow from model inference to model training for model performance feedback. However, agreements were not achieved, there are still two FFSs are put on the figure. And a FFS was left,

FFS3 if the study assumes single vendor environment, e.g., if model payload is proprietary and if the model deployment/update procedure is proprietary.
In this paper, we further discuss these two aspects and try to address the remaining FFSs.
2 Discussion
1. Whether to keep the arrow from Model training to Model inference for ML model deployment/Update
As expressed by many companies at last meeting, the AI framework illustrated in TR 37.817 is from logical and functional point of view. It does not imply any interface and also not related with the specification work. The specification work depends on how to map the AI framework to the NG-RAN architecture and interface. However, this should be discussed per use case.
Observation 1: AI framework is illustrated from functional point of view, and does not imply any specific interface and specification work
It was argued at last meeting, both the ML model and the signalling to convey the ML model should be implementation specific and vendor proprietary. However, although the ML model is up to implementation and out of the scope the 3GPP, the model deployment/update procedure could also be defined. 
Take SA2 discussion of Architecture enhancements for 5G System (5GS) to support network data analytics services for example. Although sharing of models or model meta data is limited to single vendor environments in this release, SA2 still specify a common procedure for AI model provisioning, including ML model subscribe/unsubscribe, ML model request/response between NWDAFs. 
The procedure for ML model request is shown as below, 

6.2A.3
ML Model request

The procedure in Figure 6.2A.3-1 is used by an NWDAF service consumer, i.e. an NWDAF (AnLF) to request and get from another NWDAF, i.e. an NWDAF containing MTLF ML model information, using Nnwdaf_MLModelInfo services as defined in clause 7.6. The ML model information is used by an NWDAF containing AnLF to derive analytics. An NWDAF can be at the same time a consumer of this service provided by other NWDAF(s) and a provider of this service to other NWDAF(s).
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Figure 6.2A.3-1: ML model Request

1.
The NWDAF service consumer (i.e., an NWDAF (AnLF)) requests a (set of) ML Model(s) associated with a (set of) Analytics ID(s) by invoking Nnwdaf_MLModelInfo_Request service operation. The parameters that can be provided by the NWDAF Service Consumer are listed in clause 6.2A.2.


When a request to an ML model information for the Analytics is received, the NWDAF containing MTLF may:

-
determine whether an existing trained ML Model can be used for the request; or

-
determine whether triggering further training for an existing trained ML models is needed for the request.


If the NWDAF containing MTLF determines that further training is needed, this NWDAF may initiate data collection from NFs, (e.g. AMF/DCCF/ADRF), UE Application (via AF) or OAM as described in clause 6.2, to generate the ML model.

2.
The NWDAF containing MTLF responds with the ML model information (containing a (set of) file address of the trained ML model) to the NWDAF service consumer by invoking Nnwdaf_MLModelInfo_Request response service operation. The content of ML model information that can be provided by the NWDAF containing MTLF is specified in clause 6.2A.2.

For the Model deployment/update within NG-RAN or between NG-RAN and OAM, similar approach can be adopted although the work is mainly within the scope of SA5.
Based on the above discussion, it is reasonable to keep the arrow from ML training to ML inference. If needed, some clarification text can be added, e.g., the payload of model deployment/update is vendor proprietary in this release.
Observation 2: The procedure ML model deployment and update can be defined similar way as SA2 for ML model provisioning.
Proposal 1: Keep the arrow from ML training to ML inference for ML model deployment and update.
2. Whether to keep the arrow from Model inference to Model training for model performance feedback
Model performance feedback is to feedback the effectiveness of model and is used to trigger the ML model retrain/update at the ML training in case the model performance degrades. Take the use case of traffic load prediction as an example, the model performance could be evaluated by the accuracy or confidence interval by comparing the predicted traffic load with the actual measured traffic load in a certain time period. And in a reasonable implementation, the traffic load prediction will make use of the historical measured traffic load, which means the historical traffic load measurement will be provided to the model inference function as “Inference Data” and by nature model inference function can determine the model performance in a certain time period. 
Of course whether the model performance evaluation can be done by the ML model inference function depends on the use cases, it is fine to keep this as optional and dashed line.

Proposal 2: keep the arrow from Model inference to Model training for model performance feedback
3 Conclusion
The following observations and proposals are made,
Observation 1: AI framework is illustrated from functional point of view, and does not imply any specific interface and specification work
Observation 2: The procedure ML model deployment and update can be defined similar way as SA2 for ML model provisioning.
Proposal 1: Keep the arrow from ML training to ML inference for ML model deployment and update.
Proposal 2: keep the arrow from Model inference to Model training for model performance feedback
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