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First Modified Subclause
[bookmark: _Toc20388013][bookmark: _Toc29376093][bookmark: _Toc37231990][bookmark: _Toc46502047][bookmark: _Toc51971395][bookmark: _Toc52551378][bookmark: _Toc76505032][bookmark: _Toc46501993][bookmark: _Toc51971341][bookmark: _Toc52551324][bookmark: _Toc76504977]10.5	Rate Control
[bookmark: _Toc20388014][bookmark: _Toc29376094][bookmark: _Toc37231991][bookmark: _Toc46502048][bookmark: _Toc51971396][bookmark: _Toc52551379][bookmark: _Toc76505033]10.5.1	Downlink
In downlink, for GBR flows, the gNB guarantees the GFBR and ensures that the MFBR is not exceeded while for non-GBR flows, it ensures that the UE-AMBR is not exceeded; while for both GBR and non-GBR flows, the gNB ensures that the Slice MBR is not exceeded (see clause 12). When configured for a GBR flow, the gNB also ensures that the MDBV is not exceeded.
[bookmark: _Toc20388015][bookmark: _Toc29376095][bookmark: _Toc37231992][bookmark: _Toc46502049][bookmark: _Toc51971397][bookmark: _Toc52551380][bookmark: _Toc76505034]10.5.2	Uplink
The UE has an uplink rate control function which manages the sharing of uplink resources between logical channels. RRC controls the uplink rate control function by giving each logical channel a priority, a prioritised bit rate (PBR), and a buffer size duration (BSD). The values signalled need not be related to the ones signalled via NG to the gNB. In addition, mapping restrictions can be configured (see clause 16.1.2).
The uplink rate control function ensures that the UE serves the logical channel(s) in the following sequence:
1.	All relevant logical channels in decreasing priority order up to their PBR;
2.	All relevant logical channels in decreasing priority order for the remaining resources assigned by the grant.
NOTE 1:	In case the PBRs are all set to zero, the first step is skipped and the logical channels are served in strict priority order: the UE maximises the transmission of higher priority data.
NOTE 2:	The mapping restrictions tell the UE which logical channels are relevant for the grant received. If no mapping restrictions are configured, all logical channels are considered.
NOTE 3:	Through radio protocol configuration and scheduling, the gNB can guarantee the GFBR(s) and ensure that neither none of the MFBR(s) nor , the UE-AMBR and the Slice MBR are exceeded in uplink (see clause 12).
NOTE 4:	The mapping restrictions allows the gNB to fulfil the MDBV requirements through scheduling at least for the case where logical channels are mapped to separate serving cells.
If more than one logical channel have the same priority, the UE shall serve them equally.
Next Modified Subclause
[bookmark: _Toc20388020][bookmark: _Toc29376100][bookmark: _Toc37231997][bookmark: _Toc46502055][bookmark: _Toc51971403][bookmark: _Toc52551386][bookmark: _Toc76505040][bookmark: _Toc20388062][bookmark: _Toc29376142][bookmark: _Toc37232040][bookmark: _Toc46502117][bookmark: _Toc51971465][bookmark: _Toc52551448][bookmark: _Toc76505102]12	QoS
[bookmark: _Toc20388021][bookmark: _Toc29376101][bookmark: _Toc37231998][bookmark: _Toc46502056][bookmark: _Toc51971404][bookmark: _Toc52551387][bookmark: _Toc76505041]12.1	Overview
The 5G QoS model is based on QoS Flows (see TS 23.501 [3]) and supports both QoS Flows that require guaranteed flow bit rate (GBR QoS Flows) and QoS Flows that do not require guaranteed flow bit rate (non-GBR QoS Flows). At NAS level (see TS 23.501 [3]), the QoS flow is thus the finest granularity of QoS differentiation in a PDU session. A QoS flow is identified within a PDU session by a QoS Flow ID (QFI) carried in an encapsulation header over NG-U.
The QoS architecture in NG-RAN, both for NR connected to 5GC and for E-UTRA connected to 5GC, is depicted in the Figure 12-1 and described in the following:
-	For each UE, 5GC establishes one or more PDU Sessions;
-	Except for NB-IoT and IAB-MT in SA mode, for each UE, the NG-RAN establishes at least one Data Radio Bearers (DRB) together with the PDU Session and additional DRB(s) for QoS flow(s) of that PDU session can be subsequently configured (it is up to NG-RAN when to do so);
-	If NB-IoT UE supports NG-U data transfer, the NG-RAN may establish Data Radio Bearers (DRB) together with the PDU Session and one PDU session maps to only one DRB;
-	The NG-RAN maps packets belonging to different PDU sessions to different DRBs;
-	NAS level packet filters in the UE and in the 5GC associate UL and DL packets with QoS Flows;
-	AS-level mapping rules in the UE and in the NG-RAN associate UL and DL QoS Flows with DRBs.


Figure 12-1: QoS architecture
NG-RAN and 5GC ensure quality of service (e.g. reliability and target delay) by mapping packets to appropriate QoS Flows and DRBs. Hence there is a 2-step mapping of IP-flows to QoS flows (NAS) and from QoS flows to DRBs (Access Stratum).
At NAS level, a QoS flow is characterised by a QoS profile provided by 5GC to NG-RAN and QoS rule(s) provided by 5GC to the UE. The QoS profile is used by NG-RAN to determine the treatment on the radio interface while the QoS rules dictates the mapping between uplink User Plane traffic and QoS flows to the UE. A QoS flow may either be GBR or Non-GBR depending on its profile. The QoS profile of a QoS flow contains QoS parameters, for instance (see TS 23.501 [3]):
-	For each QoS flow:
-	A 5G QoS Identifier (5QI);
-	An Allocation and Retention Priority (ARP).
-	In case of a GBR QoS flow only:
-	Guaranteed Flow Bit Rate (GFBR) for both uplink and downlink;
-	Maximum Flow Bit Rate (MFBR) for both uplink and downlink;
-	Maximum Packet Loss Rate for both uplink and downlink;
-	Delay Critical Resource Type;
-	Notification Control.
NOTE:	The Maximum Packet Loss Rate (UL, DL) is only provided for a GBR QoS flow belonging to voice media.
-	In case of Non-GBR QoS only:
-	Reflective QoS Attribute (RQA): the RQA, when included, indicates that some (not necessarily all) traffic carried on this QoS flow is subject to reflective quality of service (RQoS) at NAS;
-	Additional QoS Flow Information.
The QoS parameter Notification Control indicates whether notifications are requested from the RAN when the GFBR can no longer (or again) be fulfilled for a QoS Flow. If, for a given GBR QoS Flow, notification control is enabled and the RAN determines that the GFBR cannot be guaranteed, RAN shall send a notification towards SMF and keep the QoS Flow (i.e. while the NG-RAN is not delivering the requested GFBR for this QoS Flow), unless specific conditions at the NG-RAN require the release of the NG-RAN resources for this GBR QoS Flow, e.g. due to Radio link failure or RAN internal congestion. When applicable, NG-RAN sends a new notification, informing SMF that the GFBR can be guaranteed again.
If Alternative QoS parameters Sets are received with the Notification Control parameter, the NG-RAN may also include in the notification a reference corresponding to the QoS Parameter Set which it can currently fulfil as specified in TS 23.501 [3]. The target NG-RAN node may include in the notification control indication the reference to the QoS Parameter Set which it can currently fulfil over Xn to the source NG-RAN node during handover.
In addition, an Aggregate Maximum Bit Rate is associated to each PDU session (Session-AMBR), to each Slice (Slice MBR) and to each UE (UE-AMBR). The Session-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows for a specific PDU Session and is ensured by the UPF. The UE-AMBR limits the aggregate bit rate that can be expected to be provided across all Non-GBR QoS Flows of a UE and is ensured by the RAN. The Slice MBR limits the aggregate bit rate that can be expected to be provided across all GBR and Non-GBR QoS Flows of a Slice and is ensured by the RAN (see clause 10.5.1).
The 5QI is associated to QoS characteristics giving guidelines for setting node specific parameters for each QoS Flow. Standardized or pre-configured 5G QoS characteristics are derived from the 5QI value and are not explicitly signalled. Signalled QoS characteristics are included as part of the QoS profile. The QoS characteristics consist for instance of (see TS 23.501 [3]):
-	Priority level;
-	Packet Delay Budget (including Core Network Packet Delay Budget);
-	Packet Error Rate;
-	Averaging window;
-	Maximum Data Burst Volume.
At Access Stratum level, the data radio bearer (DRB) defines the packet treatment on the radio interface (Uu). A DRB serves packets with the same packet forwarding treatment. The QoS flow to DRB mapping by NG-RAN is based on QFI and the associated QoS profiles (i.e. QoS parameters and QoS characteristics). Separate DRBs may be established for QoS flows requiring different packet forwarding treatment, or several QoS Flows belonging to the same PDU session can be multiplexed in the same DRB.
In the uplink, the mapping of QoS Flows to DRBs is controlled by mapping rules which are signalled in two different ways:
-	Reflective mapping: for each DRB, the UE monitors the QFI(s) of the downlink packets and applies the same mapping in the uplink; that is, for a DRB, the UE maps the uplink packets belonging to the QoS flows(s) corresponding to the QFI(s) and PDU Session observed in the downlink packets for that DRB. To enable this reflective mapping, the NG-RAN marks downlink packets over Uu with QFI.
-	Explicit Configuration: QoS flow to DRB mapping rules can be explicitly signalled by RRC.
The UE always applies the latest update of the mapping rules regardless of whether it is performed via reflecting mapping or explicit configuration.
When a QoS flow to DRB mapping rule is updated, the UE sends an end marker on the old bearer.
In the downlink, the QFI is signalled by NG-RAN over Uu for the purpose of RQoS and if neither NG-RAN, nor the NAS (as indicated by the RQA) intend to use reflective mapping for the QoS flow(s) carried in a DRB, no QFI is signalled for that DRB over Uu. In the uplink, NG-RAN can configure the UE to signal QFI over Uu.
For each PDU session, a default DRB may be configured: if an incoming UL packet matches neither an RRC configured nor a reflective mapping rule, the UE then maps that packet to the default DRB of the PDU session. For non-GBR QoS flows, the 5GC may send to the NG-RAN the Additional QoS Flow Information parameter associated with certain QoS flows to indicate that traffic is likely to appear more often on them compared to other non-GBR QoS flows established on the same PDU session.
Within each PDU session, it is up to NG-RAN how to map multiple QoS flows to a DRB. The NG-RAN may map a GBR flow and a non-GBR flow, or more than one GBR flow to the same DRB, but mechanisms to optimise these cases are not within the scope of standardization.
[bookmark: _Toc20388022][bookmark: _Toc29376102][bookmark: _Toc37231999][bookmark: _Toc46502057][bookmark: _Toc51971405][bookmark: _Toc52551388][bookmark: _Toc76505042]12.2	Explicit Congestion Notification
The gNB and the UE support of the Explicit Congestion Notification (ECN) is specified in clause 5 of [27].
Next Modified Subclause
16.3	Network Slicing
[bookmark: _Toc20388063][bookmark: _Toc29376143][bookmark: _Toc37232041][bookmark: _Toc46502118][bookmark: _Toc51971466][bookmark: _Toc52551449][bookmark: _Toc76505103]16.3.1	General Principles and Requirements
[bookmark: _Hlk492453367]In this clause, the general principles and requirements related to the realization of network slicing in the NG-RAN for NR connected to 5GC and for E-UTRA connected to 5GC are given.
A network slice always consists of a RAN part and a CN part. The support of network slicing relies on the principle that traffic for different slices is handled by different PDU sessions. Network can realise the different network slices by scheduling and also by providing different L1/L2 configurations.
Each network slice is uniquely identified by a S-NSSAI, as defined in TS 23.501 [3]. NSSAI (Network Slice Selection Assistance Information) includes one or a list of S-NSSAIs (Single NSSAI) where a S-NSSAI is a combination of:
-	mandatory SST (Slice/Service Type) field, which identifies the slice type and consists of 8 bits (with range is 0-255);
-	optional SD (Slice Differentiator) field, which differentiates among Slices with same SST field and consist of 24 bits.
The list includes at most 8 S-NSSAI(s).
[bookmark: _Hlk22799432]The UE provides NSSAI (Network Slice Selection Assistance Information) for network slice selection in RRCSetupComplete, if it has been provided by NAS (see clause 9.2.1.3). While the network can support large number of slices (hundreds), the UE need not support more than 8 slices simultaneously. A BL UE or a NB-IoT UE supports a maximum of 8 slices simultaneously.
Network Slicing is a concept to allow differentiated treatment depending on each customer requirements. With slicing, it is possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions.
The following key principles apply for support of Network Slicing in NG-RAN:
RAN awareness of slices
-	NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent.
Selection of RAN part of the network slice
-	NG-RAN supports the selection of the RAN part of the network slice, by NSSAI provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN.
Resource management between slices
-	NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-	NG-RAN supports QoS differentiation within a slice.
RAN selection of CN entity
-	For initial attach, the UE may provide NSSAI to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to one of the default AMFs.
-	For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.
Resource isolation between slices
-	The NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.
Access control
-	By means of the unified access control (see clause 7.4), operator-defined access categories can be used to enable differentiated handling for different slices. NG-RAN may broadcast barring control information (i.e. a list of barring parameters associated with operator-defined access categories) to minimize the impact of congested slices.
Slice Availability
-	Some slices may be available only in part of the network. The NG-RAN supported S-NSSAI(s) is configured by OAM. Awareness in the NG-RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice availability does not change within the UE's registration area.
-	The NG-RAN and the 5GC are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by NG-RAN.
Support for UE associating with multiple network slices simultaneously
-	In case a UE is associated with multiple slices simultaneously, only one signalling connection is maintained and for intra-frequency cell reselection, the UE always tries to camp on the best cell. For inter-frequency cell reselection, dedicated priorities can be used to control the frequency on which the UE camps.
Granularity of slice awareness
-	Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.
Validation of the UE rights to access a network slice
-	It is the responsibility of the 5GC to validate that the UE has the rights to access a network slice. Prior to receiving the Initial Context Setup Request message, the NG-RAN may be allowed to apply some provisional/local policies, based on awareness of which slice the UE is requesting access to. During the initial context setup, the NG-RAN is informed of the slice for which resources are being requested.
[bookmark: _Toc20388064][bookmark: _Toc29376144][bookmark: _Toc37232042][bookmark: _Toc46502119][bookmark: _Toc51971467][bookmark: _Toc52551450][bookmark: _Toc76505104]16.3.2	AMF and NW Slice Selection
[bookmark: _Toc20388065][bookmark: _Toc29376145][bookmark: _Toc37232043][bookmark: _Toc46502120][bookmark: _Toc51971468][bookmark: _Toc52551451][bookmark: _Toc76505105]16.3.2.1	CN-RAN interaction and internal RAN aspects
NG-RAN selects AMF based on a Temp ID or NSSAI provided by the UE over RRC. The mechanisms used in the RRC protocol are described in the next clause.
Table 16.3.2.1-1 AMF selection based on Temp ID and NSSAI
	Temp ID
	NSSAI
	AMF Selection by NG-RAN

	not available or invalid
	not available
	One of the default AMFs is selected (NOTE)

	not available or invalid
	present
	Selects AMF which supports UE requested slices

	valid
	not available, or present
	Selects AMF per CN identity information in Temp ID

	NOTE:	The set of default AMFs is configured in the NG-RAN nodes via OAM.



[bookmark: _Toc20388066][bookmark: _Toc29376146][bookmark: _Toc37232044][bookmark: _Toc46502121][bookmark: _Toc51971469][bookmark: _Toc52551452][bookmark: _Toc76505106]16.3.2.2	Radio Interface Aspects
When triggered by the upper layer, the UE conveys the NSSAI over RRC in the format explicitly indicated by the upper layer.
[bookmark: _Toc20388067][bookmark: _Toc29376147][bookmark: _Toc37232045][bookmark: _Toc46502122][bookmark: _Toc51971470][bookmark: _Toc52551453][bookmark: _Toc76505107]16.3.3	Resource Isolation and Management
Resource isolation enables specialized customization and avoids one slice affecting another slice.
Hardware/software resource isolation is up to implementation. Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA.
To enable differentiated handling of traffic for network slices with different SLA:
-	NG-RAN is configured with a set of different configurations for different network slices by OAM;
-	To select the appropriate configuration for the traffic for each network slice, NG-RAN receives relevant information indicating which of the configurations applies for this specific network slice.
[bookmark: _Toc20388068][bookmark: _Toc29376148][bookmark: _Toc37232046][bookmark: _Toc46502123][bookmark: _Toc51971471][bookmark: _Toc52551454][bookmark: _Toc76505108]16.3.4	Signalling Aspects
[bookmark: _Toc20388069][bookmark: _Toc29376149][bookmark: _Toc37232047][bookmark: _Toc46502124][bookmark: _Toc51971472][bookmark: _Toc52551455][bookmark: _Toc76505109]16.3.4.1	General
In this clause, signalling flows related to the realization of network slicing in the NG-RAN are given.
[bookmark: _Toc20388070][bookmark: _Toc29376150][bookmark: _Toc37232048][bookmark: _Toc46502125][bookmark: _Toc51971473][bookmark: _Toc52551456][bookmark: _Toc76505110]16.3.4.2	AMF and NW Slice Selection
RAN selects the AMF based on a Temp ID or NSSAI provided by the UE.


Figure 16.3.4.2-1: AMF selection
In case a Temp ID is not available, the NG-RAN uses the NSSAI provided by the UE at RRC connection establishment to select the appropriate AMF (the information is provided after MSG3 of the random access procedure). If such information is also not available, the NG-RAN routes the UE to one of the configured default AMF(s).
The NG-RAN uses the list of supported S-NSSAI(s) previously received in the NG Setup Response message when selecting the AMF with the NSSAI. This list may be updated via the AMF Configuration Update message.
[bookmark: _Toc20388071][bookmark: _Toc29376151][bookmark: _Toc37232049][bookmark: _Toc46502126][bookmark: _Toc51971474][bookmark: _Toc52551457][bookmark: _Toc76505111]16.3.4.3	UE Context Handling
Following the initial access, the establishment of the RRC connection and the selection of the correct AMF, the AMF establishes the complete UE context by sending the Initial Context Setup Request message to the NG-RAN over NG-C. The message contains the Allowed NSSAI and additionally contains the S-NSSAI(s) as part of the PDU session(s) resource description when present in the message. Upon successful establishment of the UE context and allocation of PDU session resources to the relevant network slice(s) when present, the NG-RAN responds with the Initial Context Setup Response message.


Figure 16.3.4.3-1: Network Slice-aware Initial Context Setup
[bookmark: _Toc20388072][bookmark: _Toc29376152][bookmark: _Toc37232050][bookmark: _Toc46502127][bookmark: _Toc51971475][bookmark: _Toc52551458][bookmark: _Toc76505112]16.3.4.4	PDU Session Setup Handling
When new PDU sessions need to be established, the 5GC requests the NG-RAN to allocate/ resources relative to the relevant PDU sessions by means of the PDU Session Resource Setup procedures over NG-C. One S-NSSAI is added per PDU session to be established, so NG-RAN is enabled to apply policies at PDU session level according to the SLA represented by the network slice, while still being able to apply (for example) differentiated QoS within the slice.
NG-RAN confirms the establishment of the resources for a PDU session associated to a certain network slice by responding with the PDU Session Resource Setup Response message over the NG-C interface.


Figure 16.3.4.4-1: Network Slice-aware PDU Session Resource Setup
[bookmark: _Toc20388073][bookmark: _Toc29376153][bookmark: _Toc37232051][bookmark: _Toc46502128][bookmark: _Toc51971476][bookmark: _Toc52551459][bookmark: _Toc76505113]16.3.4.5	Mobility
To make mobility slice-aware in case of Network Slicing, S-NSSAI is introduced as part of the PDU session information that is transferred during mobility signalling. This enables slice-aware admission and congestion control.
Both NG and Xn handovers are allowed regardless of the slice support of the target NG-RAN node i.e. even if the target NG-RAN node does not support the same slices as the source NG-RAN node. An example for the case of connected mode mobility across different Registration Areas is shown in Figure 16.3.4.5-1 for the case of NG based handover and in Figure 16.3.4.5-2 for the case of Xn based handover.


Figure 16.3.4.5-1: NG based mobility across different Registration Areas



Figure 16.3.4.5-2: Xn based mobility across different Registration Areas
16.3.X Service continuity
The following scenarios are considered to support service continuity.
Scenario 1: Slice resource shortage in case of Intra-RA mobility and Inter-RA mobility


Figure 16.3.X-1: Service interruption due to slice resource shortage
As shown by Figure 16.3.X-1, the UE's ongoing slice(s) is/are supported by both the source and the target NG-RAN node. At the time of handover, the target node fails to accept the UE with at least one of the ongoing S-NSSAIs due to e.g. high slice-related load at the target node. Under such circumstance, the service(s) for failed ongoing slice(s) is/are interrupted for the UE.
Scenario 2: Non-supported slice in case of Inter-RA mobility


Figure 16.3.X-2: Service interruption due to slice not supported
As shown by Figure 16.3.X-2, the UE is moving towards an area that does not support at least one of UE's ongoing slices. The target node fails to accept the UE with at least one of the ongoing S-NSSAIs. Under such circumstance, the service(s) for failed ongoing slice(s) is/are interrupted for the UE.
Scenario 3: Slice overload in RAN node in absence of mobility
It is possible that resource shortage happens for a slice 1 as in Scenario 1. In this case, some ongoing PDU sessions associated to this slice 1 may be offered degraded service even in the absence of mobility.
It is also possible that after taking an action to avoid resource shortage in slice 1, the resource shortage is resolved while the UE is still in the cell. In that case, any action taken can be reversed.

Editor Note: The capability required at OAM is to be added after further discussion on solutions in case of slice resource shortage.
Editor Note: Feasibility of solutions in case of non-supported slice at system level requires further work involving SA2.


End of Changes
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