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1. Introduction
This issue was discussed in last meeting [1], the outcome is that issue acknowledged and to be continued. This paper tries to have further discussions on this issue and some suggestion were proposed.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
According to the original LS [6], the issue is mainly due to pre-emption limitation which causes the bearer setup for MC service failed at eNB side while MC service is of higher priority and should be adopted and established. This issue was acknowledged by the group that this pre-emption limitation is an implementation issue which is a reasonable design approach to make the system operation stable, i.e. anyway such limitation should exist. 
With this understanding, companies expressed different views and proposals in [2] [3] [4] [5], which are summarized in the following table, basically these proposals could be classified into two types, type 1 is mainly based on existing mechanism while type 2 is to introduce new IEs to give guidance for CN to make further actions.
	To use existing mechanism
	Use existing cause value “Radio resources not available” [5]
	The current pre-emption mechanism works well, and CN could use this existing cause value to make further actions accordingly.

	
	Use shared radio resources for MC service, e.g. eMBMS [3]
	MC service to a group of UEs should be typically realised by means of shared radio resources, this is rather a configuration/policy kind of problem than anything that can be solved in 3GPP. 

	To introduce new mechanism
	To introduce new cause value “Exceed limitation of bearer pre-emption rate” [2]
	Existing cause value may give wrong direction to CN, while new cause value could give CN a correct reason why the E-RAB setup is failed, so it can take appropriate action (e.g. retry the establishment of a media bearer)

	
	To introduce E-RAB pending list in E-RAB SETUP RESPONSE message together with a suggested back off time to indicate CN the E-RAB will be setup later [4]
	Suspend the bearer requests in eNB, and indicate CN when to retry, this mechanism would try to guarantee the bearer setup success rate and bearer setup latency for MC service.


From the summary in the above table, we could see that there are mainly two questions here:
1) Why the mechanism of using shared resource for MC service is not adopted?
As discussed in [3], this is rather a network configuration or network policy issue, if operators want to make sure that MC service should be successful, there should be some radio resources reserved for MC service, at the mean time using mechanism of shared resource is a more efficient way which would not impact individual users due to pre-emption.
Observation 1: Using shared resource for MC service towards a group of users is a technically more efficient way, and some radio resources should be reserved for MC service in order to make MC service always successful, which is up to network strategy/configuration.
2) What’s the different CN behaviour between using existing mechanism and new mechanism?
The main argumentation from the companies favouring the introduction of new cause value is that, the existing cause value may give wrong indication to CN, e.g. the MC service server may incorrectly consider the load due to MC services need to be reduced, or the MC service server will not retry the E-RAB setup request; while the new cause value would imply the CN to retry. For the introduction of new IEs, the main purpose is to give explicit guidance to CN what to do for the next step, which is considered as implicit consequence of new cause value.
There are some controversies behind, however, since if E-RAB bearer setup request for MC services is rejected by eNB with an existing cause value “Radio resources not available”, what the CN or MC server will do is up to implementation, CN could decide to stop, or release some ongoing service whose pre-emption priority is even higher than requested MC service, or just wait for a while and retry; while the new cause value just explicitly tells CU that the rejection is due to pre-emption limitation, then it is still up to CU implementation to decide what to do for the next step whose potential behaviour is similar as above. 
In addition, it seems there is a misunderstanding for the existing cause value (resource not available), namely it doesn’t consider the pre-emption behaviour, it is not true actually; as long as pre-emption action is configured, resource status indication should be reported after pre-emption is taken, i.e. pre-emption is attempted but no results. Although specification doesn’t explicitly write down such behaviour, we think this is what a correct implementation should be, actually we could also see that the proposals in [4] just tried to specify such implementation behaviour in an explicit way.
Taking the above analysis into account, we could try to have the following observations:
Observation 2: The existing cause value of “Radio resources not available” already took the pre-emption behaviour (if configured) into account.
Observation 3: It is up to network implementation whether to retry, stop or release some ongoing service to free up some resources, up on reception of either the existing cause value or new cause value of “Exceed limitation of bearer pre-emption rate”.
We would like RAN3 to discuss the two questions and corresponding observations above, we should also ask the two questions to SA6 about their views, in order to form RAN3’s common understanding.
Proposal: RAN3 to discuss the questions and observations above, and LS to SA6 for further clarifications. 
The draft LS could be seen in [7]. 
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Based on the discussion in this paper, we have the following observations and proposal:
Observation 1: Using shared resource for MC service towards a group of users is a technically more efficient way, and some radio resources should be reserved for MC service in order to make MC service always successful, which is up to network strategy/configuration.
Observation 2: The existing cause value of “Radio resources not available” already took the pre-emption behaviour (if configured) into account.
Observation 3: It is up to network implementation whether to retry, stop or release some ongoing service to free up some resources, up on reception of either the existing cause value or new cause value of “Exceed limitation of bearer pre-emption rate”.
Proposal: RAN3 to discuss the questions and observations above, and LS to SA6 for further clarifications. 
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