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1 Introduction

In RAN3#113e meeting, the general procedure and input/output/feedback information of model have been defined. The input data of the model includes
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:

· Current/Predicted resource status of ES-Cell and its neighbor nodes 

· Current/Predicted energy information of ES-Cell and its neighbor nodes 

· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc)

The output data of the model includes
AI/ML-based network energy saving model can generate following information as output:

· Energy saving strategy 

· Handover strategy, including recommended candidate cells for taking over the traffic

· Predicted energy information

The feedback of AI/ML-based network energy saving includes
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:

· Load measurement

· Energy information
In this contribution, based on the current progress, the corresponding standard impact for energy saving is analyzed.

2 Discussion
Current/Predicted resource status of ES-Cell and its neighbor nodes is one of the input data for AI/ML based energy saving. The current resource status exchanging between neighbor cells is supported by resource status reporting procedure. But there is no mechanism for predicted resource status. To simplify the design, there are two ways to support the predicted resource status reporting:
· Embedded into the existing reporting procedure;

· A new procedure by referring the existing reporting procedure.

The detailed procedures for both two ways are as follows:
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	Figure 1.1: Predicted resource status reporting (embedded into existing reporting procedure)
	Figure 1.2: Predicted resource status reporting (a new procedure)


Step 1: NG-RAN node 1 requests NG-RAN node 2 to feedback the predicted resource status.

Step 2: NG-RAN node 2 responses NG-RAN node 1 about whether NG-RAN node 2 can feedback the requested resource status prediction.

Step 3: With the collected data of the resource status from neighbors and itself, NG-RAN node 2 predicts the resource status via AI/ML model based on the request received in Step 1.

Step 4: NG-RAN node 2 reports the predicted resource status based on the request received in Step 1.

If the predicted resource status request in step 1 indicates the periodical reporting, repeat step 3 and step 4 to periodically report the predicted resource status.

The predicted resource status reporting procedure can also apply to AI/ML-based load balancing.
Proposal 1: 
Predicted resource status reporting can be embedded into existing resource status reporting procedure, or can be supported by designing a new procedure referring to the existing resource status reporting procedure.
For the output data, the energy saving strategy needs to include at least action level, action type and action time/validity time. Action level represents the action granularity, such as subframe, channel, carrier, device, etc. Action type is the one to show the predicted action is switch-off or switch-on. Action time/validity time for predicted energy saving strategy might be a time point or time period. Only when the action would be done in the determined time, the function is valuable. If applying the action in advance or late, it may lead to connection lost for UEs or local overload for nodes. Thus, predicted energy saving strategy need to include:
· Action level: to show which level of energy saving action needs to be taken, including subframe, channel, carrier, device, etc.
· Action type: to indicate the action is switch-off or switch-on, including switch-off, switch-on, etc.
· Action time/validity time: to show the action is for which time point or time period.
Proposal 2: 
The energy saving strategy as the output of AI/ML model inference should include action level, action type, action time/validity time.
As one of the output data of AI/ML model inference, the energy saving strategy can be the action for a time point/period for future. For example, a node predicts it will be switched off in one minute. The node can exchange such predicted energy saving strategy with its neighbors to inform the action plan in advance, so the neighbor cells can take it as reference information to make proper decision (such as UE handover, load transferring, switch on/off and so on) to avoid the unnecessary handover, handover ping-pong, switch-off/on ping-pong, local overload etc. Hence, it is beneficial for maintaining the network stability and user experience.
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Figure 2: Predicated energy saving strategy exchange
Proposal 3: 
The predicated energy saving strategy can be exchanged with neighbor cells to provide reference information for optimization decisions (e.g. handover, load balancing, energy saving, etc.).
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Proposal 1: 
Predicted resource status reporting can be embedded into existing resource status reporting procedure, or can be supported by designing a new procedure referring to the existing resource status reporting procedure.
Proposal 2: 
The energy saving strategy as the output of AI/ML model inference should include action level, action type, action time/validity time.
Proposal 3: 
The predicated energy saving strategy can be exchanged with neighbor cells to provide reference information for optimization decisions (e.g. handover, load balancing, energy saving, etc.).
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5 Appendix: Text Proposal 

The following standard impact for AI/ML-based energy saving should be captured in the TR 37.817:
5.1.2
Solutions and standard impacts

5.1.2.1
Model Training at OAM and Model Inference at NG-RAN

In this solution, NG-RAN predicts energy saving decisions by AI/ML model trained from OAM.
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Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 0: NG-RAN node 1 is assumed to have an AI/ML model trained by OAM, NG-RAN node 2 is assumed to have an AI/ML model trained by OAM optionally.

Step 1: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 1.a: NG-RAN node 1 requests NG-RAN node 2 to feedback the predicted resource status.

Step 1.b: NG-RAN node 2 responses NG-RAN node 1 about whether NG-RAN node 2 can feedback the requested resource status prediction.

Step 1.c: With the collected data of the resource status from neighbors and itself, NG-RAN node 2 predicts the resource status via AI/ML model based on the request received in Step 1.a.

Step 1.d: NG-RAN node 2 reports the predicted resource status based on the request received in Step 1.a.

If the predicted resource status request in Step 1.a indicates the periodical reporting, repeat Step 1.c and Step 1.d to periodically report the predicted resource status.
Step 2: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)
Step 3: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 
Step 4: NG-RAN node 1 sends the predicted energy saving strategy to NG-RAN node 2.
Step 5: NG-RAN node 1 selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.
Step 6: NG-RAN node 1 and NG-RAN node 2 provide feedback to OAM.
5.1.2.2
Model Training and Model Inference at NG-RAN

In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 

Editor’s Notes: FFS on data collection.
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Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN

Step 1: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.

Step 2: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 2.a: NG-RAN node 1 requests NG-RAN node 2 to feedback the predicted resource status.

Step 2.b: NG-RAN node 2 responses NG-RAN node 1 about whether NG-RAN node 2 can feedback the requested resource status prediction.

Step 2.c: With the collected data of the resource status from neighbors and itself, NG-RAN node 2 predicts the resource status via AI/ML model based on the request received in Step 2.a.

Step 2.d: NG-RAN node 2 reports the predicted resource status based on the request received in Step 2.a.

If the predicted resource status request in Step 2.a indicates the periodical reporting, repeat Step 2.c and Step 2.d to periodically report the predicted resource status.
Step 3: UE sends UE measurement report to NG-RAN node 1. (FFS on if triggered)

Step 4: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 
Step 5: NG-RAN node 1 sends the predicted energy saving strategy to NG-RAN node 2.
Step 6: NG-RAN node 1 selects the most appropriate target cell for each UE before it performs handover and goes to the predicted energy state.

Step 7: NG-RAN node 2 provides feedback to NG-RAN node 1.
5.1.2.4
Output of AI/ML-based Network Energy Saving

AI/ML-based network energy saving model can generate following information as output:

· Energy saving strategy, including action level, action type, action time/validity time.
· Action level: to show which level of energy saving action needs to be taken, including subframe, channel, carrier, device, etc.
· Action type: to indicate the action is switch-off or switch-on, including switch-off, switch-on, etc.
· Action time/validity time: to show the action is for which time point or time period.
· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy information 
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