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Introduction
In last RAN3 meeting, RAN3 had discussed Configuration Details. In this paper, we would like to further discuss the QoE measurement collection based on the agreements and open issues in the last meeting.
Discussion
QoE reference
In RAN3 113e meeting, RAN3 had discussed QoE reference and wait for feedback from SA5 as agreed below
Wait for SA5’s feedback: 1) introduction of QoE Reference for each service type of QoE measurement (i.e. support multi service QoE measurements in one message); 2) a separate and single MCE address is used for the QoE measurements of all service type in one message
Below is the feedback from SA5, and from SA5 perspective, one QMC job identified by QoE Reference is per service type, but whether QMC job identified by QoE reference is per slice is not sure for SA5. In our understanding, one QMC job should include one service type and one slice scope, whether a specific service type can be configured in different QMC jobs with different slice scopes is up to implementation. .e.g. below configuration is possible:Q3:  In case Multiple QMC is supported, whether one QMC job identified by QoE Reference is per service type or per slice for NR QoE? RAN3 assume below possibilities can be considered (both options involve multiple QMC jobs per UE):
· One QMC job includes one QoE reference, slice(s), and multiple service types.
· One QMC job includes one QoE reference, one service type, and slice(s).
SA5: For UMTS and LTE, one QMC job identified by QoE Reference is per service type. SA5 hasn’t discussed whether one QMC job identified by QoE Reference is per service type or per slice for NR QoE.
SA5: The Measurement Collection Entity IP Address is configured per QoE Reference.
Q5: Is there a mechanism to ensure uniqueness of the QoE Reference for area-based QMC, where UE selection is performed by the NG-RAN?
SA5: The QoE reference shall be globally unique, it is composed as follows:
MCC+MNC+QMC ID, where the MCC and MNC are coming with the QMC activation request from the management system to identify one PLMN containing the management system, and QMC ID is a 3 byte Octet String.

· QoE reference 1, streaming service, slice 1
· QoE reference 2, streaming service, slice 2
So the QoE reference is unique in NG-RAN and it should be used to identify one QMC job configured by OAM in NG-RAN. If deactivating one of the QMC job in the multiple QMC(s) is needed, the QoE reference should be used to indicate the NG-RAN which QMC job should be deactivated.
Proposal 1, to support multiple QMC(s) for one UE, there’re multiple QoE configurations, in each QoE configuration, below information is included:
· One QoE reference
· One service type
· One slice scope
· One MCE IP address
Proposal 2, QoE reference should be used to indicate the NG-RAN which QMC job should be deactivated.
Regarding other ID, RAN2 had introduced a new MeasConfigAppLayerId, which is used to identify the QoE configuration between UE and gNB, and gNB should keep the mapping relation between the MeasConfigAppLayerId and QoE reference, which means the mapping relation should be included in handover related messages and UE context related message at mobility.1. It is the RAN2 understanding that the QoE Reference does not need to be sent to or from the UE in RRC signaling for QoE measurements in RRC_CONNECTED. The RRC ID, MeasConfigAppLayerId, is sufficient to identify the QoE configuration between UE and gNB. 
2. RAN2 assumes that gNB keeps the mapping between MeasConfigAppLayerId and QoE Reference. The mapping is sent to the target gNB as part of QoE configuration and information at handover. 
3. Send an LS to SA5 (cc R3) to confirm proposals (agreements) 1 and 2.
4. FFS if the RRC layer forwards the MeasConfigAppLayerId together with the QoE configuration to the application layer.

Proposal 3, RAN3 agrees to include the mapping relation between MeasConfigAppLayerId and QoE reference in HANDOVER REQUEST message and RETRIEVE UE CONTEXT RESPONSE message in TS 38.423, include the mapping relation between MeasConfigAppLayerId and QoE reference in HANDOVER REQUEST message and HANDOVER REQURIED message in TS 38.413.
Per slice QoE
In last meeting, RAN3 had below agreement on per slice QoE: 
Slice scope is a list of S-NSSAI
To include slice scope outside the configuration container over NG 
Slice related identifier should be included in the QoE measurement report from UE, FFS inside/outside the reporting container
And there is a Reply LS from SA2 to clarify the mapping of application layer requirements to slices and PDU sessions is a system level. From SA2’s information, it is UE who selects PDU session(s) based on the DNN and S-NSSAI in URSP, so besides gNB, UE should also be responsible for slice scope check as well. 
Regarding how to transmit the S-NSSAI as slice scope over radio interface, in our view, at least application is capable of performing scope checking according to TS 27.007, but whether the slice scope should be transmitted inside or outside the container may need to confirm with RAN2 and SA4. So far as I know, RAN2 hadn’t discussed per slice QoE, although we notified the RAN3 agreements in the previous LS, we’re not sure whether RAN2 will discuss this in the upcoming meeting, since the left time is limited, we suggest we can send a dedicated LS on per slice QoE to the corresponding groups to trigger the discussion.
Regarding the slice related identifier report from UE, the slice related identifier should be S-NSSAI rather than PDU session ID or QoS flow, because the intension of per slice QoE is to collect QoE for the specific slice, it is OAM to analyze the result of per slice QoE collection, reporting S-NSSAI is enough and more straightforward, so there’s no need to report PDU session ID or other related ID for per slice QoE collection. But other scenarios for reporting PDU session ID or related ID are not precluded. 
Proposal 4, S-NSSAI as slice scope should be transmitted over Uu, UE is responsible for slice scope checking, whether it’s inside or outside the container should be decided by RAN2 and SA4.SA2 would like to thank RAN3 for the LS copied to SA2. 
[bookmark: _Hlk80174969]SA2 would like to highlight how the mapping of application layer requirements to slices and PDU sessions is a system level aspect addressed by SA2 and CT1 for any sets of applications. In the current mechanism for mapping applications to PDU sessions and slices, when an application requests one or more connections, URSP rules configured in the UE are used to select which PDU session(s) should be used for the application by determining the DNN and the S-NSSAI. This could result in using one (or more) existing PDU session(s) or requiring the establishment of one (or more) new PDU session(s). If a related S-NSSAI is not yet in the Allowed NSSAI the UE is required to register with the new network slice prior it can establish a PDU session to that network slice.
An application may be supported by multiple PDU sessions at the same time or sequentially. These PDU sessions use the DNN and S-NSSAI in the URSP rules configured in the UE. if a certain S-NSSAI is not supported by the Tracking area where the UE is, then the PDU sessions associated to this S-NSSAI cannot be used.

Proposal 5, UE should include S-NSSA(s) in QoE report, whether it’s inside or outside the container should be decided by RAN2 and SA4.
Proposal 6, send a dedicated LS to RAN2 and SA4 (CC SA5 and SA2 if needed) for triggering Per-slice QoE discussion in corresponding working groups.
RAN overload handling
Regarding the prioritization mechanism, we don’t think it’s necessary, as if the QoE measurement is not for real time optimization, receiving QoE report is not that urgent for network, for the QoE report not visible for RAN are all the same, besides, QoE reporting pause is enough to solve the RAN overload handling, so no need extra effort to make things complicated.
Proposal 7, there’s no need to consider prioritization mechanism when RAN overload in R17.
Triggering conditions for the QoE measurement
In our views, event-based triggering helps operators to collect QoE information form UE when UE is in some special scenarios, such as high-speed scenarios, bad coverage scenarios and high interference scenarios. And those special scenarios are experienced by UE itself, so the condition check should be performed by UE according to the triggering conditions provided in QoE measurement configuration from the network.
For high-speed scenarios, the trigger condition is cell change number and the evaluation time.
For bad coverage scenarios, the trigger condition is thresholds of RSRP
For high interference scenarios, the trigger condition is thresholds of RSRQ
Proposal 8: In TS 38.413 and TS 38.423, include triggering conditions in UE Application layer measurement configuration IE to support Event-triggered QoE measurement. 
Proposal 9, In TS 38.413 and TS 38.423, include below IEs in triggering conditions
· Cell change number and evaluation time
· Thresholds of RSRP
· Thresholds of RSRQ
Proposal 10, send LS to RAN2 on checking trigger conditions in UE
Conclusion
In this paper, we analyse the solutions and specification impact for supporting NR QoE on Xn/NG interface, the following are proposals:
Proposal 1, to support multiple QMC(s) for one UE, there’re multiple QoE configurations, in each QoE configuration, below information is included:
· One QoE reference
· One service type
· One slice scope
· One MCE IP address
Proposal 2, QoE reference should be used to indicate the NG-RAN which QMC job should be deactivated.
Proposal 3, RAN3 agrees to include the mapping relation between MeasConfigAppLayerId and QoE reference in HANDOVER REQUEST message and RETRIEVE UE CONTEXT RESPONSE message in TS 38.423, include the mapping relation between MeasConfigAppLayerId and QoE reference in HANDOVER REQUEST message and HANDOVER REQURIED message in TS 38.413.
Proposal 4, S-NSSAI as slice scope should be transmitted over Uu, UE is responsible for slice scope checking, whether it’s inside or outside the container should be decided by RAN2 and SA4.
Proposal 5, UE should include S-NSSA(s) in QoE report, whether it’s inside or outside the container should be decided by RAN2 and SA4.
Proposal 6, send a dedicated LS to RAN2 and SA4 (CC SA5 and SA2 if needed) for triggering Per-slice QoE discussion in corresponding working groups.
Proposal 7, there’s no need to consider prioritization mechanism when RAN overload in R17.
Proposal 8: In TS 38.413 and TS 38.423, include triggering conditions in UE Application layer measurement configuration IE to support Event-triggered QoE measurement. 
Proposal 9, In TS 38.413 and TS 38.423, include below IEs in triggering conditions
· Cell change number and evaluation time
· Thresholds of RSRP
· Thresholds of RSRQ
Proposal 10, send LS to RAN2 on checking trigger conditions in UE.
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