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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]This paper discusses additional aspects for Load Balancing and Mobility Optimization use cases, providing further input to TR 37.817.

[bookmark: _Toc461106288]AI/ML for Load balancing
The following solutions have been considered as possible for supporting AI/ML-based load balancing:
· AI/ML Model Training located in the OAM and AI/ML Model Inference located in the gNB.
· AI/ML Model Training and AI/ML Model Inference both located in the gNB. 
Let’s consider the case of CU-DU split, and the following sentence currently captured in the TR: 
And, in case of CU-DU split architecture, the following solutions have also been considered:
· “AI/ML Model Training located in the OAM and AI/ML Model Inference located in the gNB-CU”
· “AI/ML Model Training and Model Inference are both located in the gNB-CU” 
It is FFS whether other possible locations of the AI/ML Model Training and AI/ML Model Inference can be considered.
Locating an AI/ML Model Inference at the gNB-CU is just one of the possible choices in case of CU-DU split (as the following FFS also implies). Since the same possibilities are also not excluded in the general preceding statement “AI/ML Model Inference located in the gNB”, we propose to simplify the text of the TR, removing the sentences above (and resolve the FFS). The proposal is captured in the TP in appendix.
Proposal 1 Simplify the use case description and allow for Model Training and Model Inference functions to be hosted in any node in a split RAN architecture.
As already discussed at previous meetings, a gNB can improve load balancing decisions using own resource measurements and predictions, measurements and predictions related to neighboring nodes, and UE measurements and information. To progress in the topic and highlight some foreseen standard impacts, an example scenario is provided in Figure 1. 
Training of an AI/ML model is performed for NG-RAN node 1. The NG-RAN node 1 can subscribe to receive load information updates from the neighboring NG-RAN node 2 (this can be done e.g. via legacy Resource Status Reporting Initiation procedure). The NG-RAN node 1 can also request and obtain UE layer 3 measurements and information (see below for further details on this). 
[bookmark: _Hlk85376081]The NG-RAN node 1 can use predictions of own load (and/or load of neighboring node) in Mobility Load Balancing decisions to move UEs from NG-RAN node 1 to NG-RAN node 2.  It is quite straightforward to assume that predicted load metrics can be of the same type as the load metrics currently present in Resource Status Updates (e.g. CAC, Number of RRC Users).
Proposal 2 Predicted own load and predicted load of neighbor nodes can be of the same type as load metrics included in Resource Status Update.

When Mobility Load Balancing decisions are taken, some UEs are moved from NG-RAN node 1 to NG-RAN node 2. After that, NG-RAN node 2 can provide Feedback to NG-RAN node 1. 
We think that a simple way to realize Feedback for Mobility Load Balancing is to reuse and extend the Resource Status Update sent from NG-RAN node 2 to NG-RAN node 1. For example, the NG-RAN node2 can send the updated load metrics for a cell used as target for mobility, together with cell level performance, e.g. the number of attempted and successful mobility events from cells of NG-RAN node 1 to the reported cell. 
Proposal 3 Feedback for Mobility Load Balancing can contain cell load metrics together with cell level performance.


Figure 1 – AI/ML for Load Balancing use case 
With respect to UE measurements and information, first of all we support reuse of existing RRM and MDT measurements.  We also see some benefit when combining some of those measurements with additional information that can be used as input for Mobility Load Balancing decision. 
[bookmark: _Hlk85389271]One case that looks interesting is how different inputs could be combined in a NG-RAN node to predict how own load will migrate towards neighbor NG-RAN nodes. For example, a gNB-CU can use UE information on average speed per cell together with location information already available in RLF reports, SCG Failure Information, and Successful Handover Report, and predict how much of its current load will migrate to another cell. In this case, a Mobility Load Balancing decision can be influenced on the basis of the expected increase in a certain potential target cell. 
Proposal 4  RAN3 to discuss use of UE information on average speed per cell to support Mobility Load Balancing.
Other useful information for Mobility Load Balancing decisions can be UE information related to traffic, such as packet size, packet delay, next packet arrival time. An NG-RAN node can use such information to predict future cell-level load metrics, and by that, provide additional inputs for Mobility Load Balancing decisions.
Proposal 5  RAN3 to discuss use of UE information related to traffic to support Mobility Load Balancing.
A TP for TR 37.817, related to the load balancing use case, is proposed in Appendix A.
Proposal 6  RAN3 to agree on provided TP concerning solutions and standard impacts for Load Balancing use case. 
AI/ML for Mobility Optimization
It is noticed that information exchange over various signalling interfaces (XnAP, X2AP, F1AP, E1AP) may increase awareness at the gNBs of neighbour cells load, coverage and capacity aspects. Such awareness becomes very useful when designing solutions based on AI/ML. In light of that, we address how provided measurements by UE and the neighbouring RAN nodes of the mobility procedures can assist the network to enhance the performance of the AI/ML based mobility optimization functions, in particular handover procedure and dual connectivity procedures as explained in the following.
Handover procedure
Mobility procedures in NR (handover and dual connectivity) are currently carried out without taking into account the UEs experience after successful execution of the procedures. Such procedures can be enhanced by increasing RAN awareness about UE performance at the target cell. This would allow the source gNB to not only evaluate whether a target cell is good from a radio point of view (e.g., before handover execution) but also to consider quality of service and user experience after successful mobility to the target cell. 
The source RAN node not only can get measurements from the served UEs but also can subscribe to the neighbour RAN nodes requesting for specific feedback that assist the serving node for a better mobility decision. Performance feedback received from the neighbouring RAN nodes, can be used as input to an AI/ML function supporting traffic related decisions (e.g. selection of target cell in case of mobility). Given that these inputs show the performance of the UE at the target, they can improve traffic steering decisions towards cells where performance is maximised. An example of high-level signalling flow for the case described is shown in the figure below.
Proposal 7 RAN3 remove the FFS from “Information about the performance of handed over UEs” and “QoS parameters of historical HO-ed UE” as input from neighbouring nodes for mobility optimization.




Figure 2 – Example of signaling for Mobility Optimization use case 

By means of this procedure, NG-RAN node 1 can obtain estimated performance of the UE and feedback information including the measurements and UE configuration from NG-RAN node 2. The steps of the message sequence chart above are described here.
Step 1. NG-RAN node 1 trains the AI-ML mode based on the collected data and inputs received from the UEs and the neighbouring nodes. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or mobility predictions.
STEP 2. NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE requesting for radio measurement, as well as traffic and trajectory related information. UE collects the indicated measurement, e.g., radio related measurements such as RSRP, RSRQ, SINR of serving cell and neighbouring cells, UE traffic related information such as predicted data rate, packet size, packet delay, next packet arrival time, and the UE trajectory assistance information (e.g., UE speed, UE location, etc.).
Step 3. UE sends measurement report message to NG-RAN node 1 including the required measurement.
Step 4.  NG RAN node 1 subscribes to the Mobility Feedback Update of the neighbouring NG RAN nodes. 
Step 5. NG RAN node 1 receives the Mobility Feedback Update from the neighbouring NG RAN nodes. The Mobility Feedback Update contains information including the measurements (e.g. throughput, latency, radio link quality, cell dwelling time) and the UE configurations (e.g., dual connectivity, carrier aggregation).
Step 6. NG RAN node 1 performs predictions for mobility optimization. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization e.g., handover toward NG RAN node 2.
Step 8.  NG RAN node 1 subscribes to the Mobility Feedback Update of the neighbouring NG RAN nodes. 
Step 9. NG RAN node 1 receives Mobility Feedback Update concerning the handed over UE from the NG RAN node 2. Note that this feedback might be either requested after Mobility Optimisation decisions have been taken or it might have been configured at step 4.
With the assistance information received from NG-RAN node 2, NG-RAN node 1 is able to take a better decision on the mobility target to choose in a future mobility event. Such decision can be supported by an AI/ML process that may predict the best mobility target cell also on the basis of past performance of the UE at the target.

Dual connectivity procedures 
Similarly, before triggering the addition of a Secondary gNB, an MN-gNB could benefit of receiving feedback from the SN node concerning UE performance upon dual connectivity procedures such as SN Addition/Change.
The MN RAN node can subscribe to the neighbour RAN nodes, requesting for specific feedback. Performance feedback received from the neighbouring RAN nodes, can be used as input to an AI/ML function supporting traffic related decisions (e.g. optimal selection of SN node or SCG). Given that these inputs show the estimated/predicted performance of the UE at the SN they can improve traffic steering decisions towards cells where performance is maximized. An example of high-level signalling flow for the case described is shown in the figure below.




Figure 3 – Example of signaling for AI/ML for dual connectivity procedures 


By means of this procedure, NG-RAN node 1 can obtain mobility feedback information including the measurements, predicted/estimated performance and possible UE configuration from NG-RAN node 2. The steps of the message sequence chart above are described here.
STEP 1. MN trains the AI-ML mode based on the collected data and inputs received from the UEs and the neighbouring nodes. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or mobility predictions.
STEP 2. MN configures the measurement information on the UE side and sends configuration message to UE requesting for radio measurement, as well as traffic and trajectory related information. UE collects the indicated measurement, e.g., radio related measurements such as RSRP, RSRQ, SINR of serving cell and neighbouring cells, UE traffic related information such as predicted data rate, packet size, packet delay, next packet arrival time, and the UE trajectory assistance information (e.g., UE speed, UE location, etc.)
Step 3. UE sends measurement report message to MN including the required measurement.
Step 4.  MN subscribes to the Mobility Feedback Update of the neighbouring NG RAN nodes (here SN). 
Step 5. MN receives the Mobility Feedback Update from the neighbouring NG RAN nodes including SN. The Mobility Feedback Update contains information including the measurements (e.g. throughput, latency, radio link quality, cell dwelling time) and the UE configurations (e.g., dual connectivity, carrier aggregation).
Step 6. MN performs predictions for mobility optimization. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 7. According to the prediction, recommended actions for dual connectivity are executed toward SN.
Step 8. MN receives Mobility Feedback Update concerning the handed over UE from the SN. Note that this feedback might be either requested after Dual Connectivity decisions have been taken or it might have been configured at step 4.

Measurements required
As part of agreed TP in RAN3#113-e meeting, there has been an FFS on the new measurements from the UE. IN the following (as summarized in Table 1) we discuss some of the measurements required from the UE and the target RAN node (or the SN) to enhance the mobility decisions in AI/ML algorithms.
If existing UE measurements are needed by a gNB for AI/ML-based mobility optimizationRAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.





UE side measurements: A RAN node can request and obtain UE assistance information on traffic and trajectory, based on real end-user behaviour. This provides RAN with insights on the traffic and direction of the UEs in the future. This mechanism implies configuring a UE to collect and report such measurementsover the RRC protocol, RAN2 needs to be consulted for that. 
Network side measurements: A target RAN node (or the SN) can also measure performance related metrics such as throughput and packet delay for the UEs. In addition, the target RAN node (or the SN) can feedback the configurations used for the UE while the UE was dwelling at the target cell (or PSCell). Finally, UEs provided measurements and the RAN measurements can be compiled and signalled to the source RAN node (or the MN). This second mechanism has an impact on RAN3 protocols, such as XnAP, X2AP, NGAP to be discussed during the normative phase.
TABLE 1: Performance feedback information and measurements from target cell or PSCell
	UE side measurements
	Network side measurements

	Trajectory information (e.g. speed, position, etc.)
Assistance Information on Traffic
Quality of experience e.g., buffer level
Successful HO measurements
Radio link failure information
Mobility history information
Moving velocity

	Traffic steering configuration used for the UE e.g., multi-connectivity and carrier aggregation
Load information
DL/UL throughput 
DL/UL latency
Cell dwelling time
UE history information



Concerning the model input, one case that looks interesting is how different inputs could be combined in a NG-RAN node to predict how serving UEs could move towards neighbor NG-RAN nodes. For example, a gNB-CU can use UE information on average speed per cell together with location information already available in RLF reports, SCG Failure Information, and Successful Handover Report, and use it as part of position information to predict mobility of a set of UEs. Given that the local node would be able to leverage the UE average velocity it is not required to use the UE trajectory information. Hence we propose to remove the UE trajectory information from the local node input.
Proposal 8  RAN3 to discuss use of UE information on average speed per cell (moving velocity) to support Mobility Optimization.
Proposal 9  RAN3 agree to remove the UE trajectory information from local node input as it can use the moving velocity instead of the UE trajectory. 
Other useful information for Mobility Optimization decisions can be UE information related to traffic, such as packet size, packet delay, next packet arrival time. An NG-RAN node can use such information to predict future needs of mobility for the UE, and by that, provide additional inputs for Mobility optimization decisions.
Proposal 10  RAN3 remove the FFS from using predicted traffic from UE.

A TP for TR 37.817, related to the Mobility Optimization use case, is proposed in Appendix B.
Proposal 11 RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 

Conclusions
In this paper we further elaborate the use case concerning Load Balancing and Mobility Optimization using Artificial Intelligence. The following proposals have been made:
Proposal 1 Simplify the use case description and allow for Model Training and Model Inference functions to be hosted in any node in a split RAN architecture.
Proposal 2  Predicted own load and predicted load of neighbor nodes can be of the same type as load metrics included in Resource Status Update.
Proposal 3 Feedback for Mobility Load Balancing can contain cell load metrics together with cell level performance.
Proposal 4  RAN3 to discuss use of UE information on average speed per cell to support Mobility Load Balancing.
Proposal 5  RAN3 to discuss use of UE information related to traffic to support Mobility Load Balancing.
Proposal 6 RAN3 to agree on provided TP concerning solutions and standard impacts for Load Balancing use case.
Proposal 7 RAN3 remove the FFS from “Information about the performance of handed over UEs” and “QoS parameters of historical HO-ed UE” as input from neighbouring nodes for mobility optimization.
Proposal 8 RAN3 to discuss use of UE information on average speed per cell (moving velocity) to support Mobility Optimization.
Proposal 9 RAN3 agree to remove the UE trajectory information from local node input as it can use the moving velocity instead of the UE trajectory. 
Proposal 10 RAN3 remove the FFS from using predicted traffic from UE.
Proposal 11 RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 

Appendix A - TP to TR 37.817 for Load Balancing use case

[bookmark: _Toc55814334]5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Toc55814338][bookmark: _Toc55814335]5.2	Load Balancing
[bookmark: _Toc55814339]5.2.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
-	Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
-	It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. ML model based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.
· Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
· It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. ML model based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.

////////////////////////////////////////////   FIRST CHANGE  /////////////////////////////////////////

[bookmark: _Toc55814340]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
AI/ML Model Training and Model Inference are both located in the gNB-CU.
Other possible locations of the AI/ML Model Training and AI/ML Model Inference are FFS. 
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load as well as the load of a neighbouring RAN node. This can be achieved by considering the own load and load information received from neighbour RAN nodes. RAN predictions can be signalled between RAN nodes. This second aspects has an impact on RAN3 protocols (e.g. XnAP and X2AP) to be discussed during the normative phase.
· An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE information related to average speed per cell, and traffic. For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 

An high-level signalling flow for the AI/ML use case related to Load Balancing is shown in Figure 5.2-2-1 below.


Figure 5.2-2-1: AI/ML for Load Balancing use case 
Steps 1: an AI/ML Model Training is located at NG-RAN node 1. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or mobility predictions.
NOTE: AI/ML Model Training at NG-RAN node 1 can use as input own Load information, Load information of neighbouring NG-RAN nodes, as well as information from the UE (e.g. UE layer 3 measurements and information).
Steps 2-3: NG-RAN node 1 can request and obtain UE measurements and information (e.g. RRM measurements, MDT measurements, average UE speed per cell, UE traffic information).
Step 4-5: NG-RAN node 1 can subscribe to receive Load information updates from the neighbouring NG-RAN node 2.
Step 6: Depending on the collected information, NG-RAN node 1 can perform Mobility Load Balancing predictions (e.g. for cells of NG-RAN node 1 and/or cells of NG-RAN node 2).
Step 7: NG-RAN node 1 takes Mobility Load Balancing decision and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 8: NG-RAN node 1 can subscribe to receive Feedback for Load information updates from the neighbouring NG-RAN node 2.
Step 9: NG-RAN node 2 sends Feedback for Mobility Load Balancing to NG-RAN node 1 (e.g. load updates and cell level traffic performance after load balancing).

5.2.2.1	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
· Own load information (e.g. per cell, per SSB Area)
· Neighbor NG-RAN node load information (e.g. per cell, per SSB Area)
· UE location information (e.g. from RLF reports, SCG Failure Information, Successful Handover Report)
· UE average speed per cell
· UE traffic information (e.g. packet size, packet delay, next packet arrival time)
Editor’s Note: FFS other input information required for AI/ML-based load balancing.

5.2.2.2	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Mobility Load Balancing decisions
· Selection of target cell for mobility
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.

5.2.2.3	Feedback of AI/ML-based Load Balancing
To optimize the performance of AI/ML-based load balancing model, following feedback can be considered to be collected from NG-RAN nodes:
· Load information updates
· Cell level performance after Mobility Load Balancing
Editor’s Note: FFS other feedback expected from AI/ML-based load balancing.

/////////////////////////////////////////////   END OF CHANGES ///////////////////////////////////////////////

Appendix B - TP to TR 37.817 for Mobility Optimization use case

//////////////////////////////////////////////   FIRST CHANGE ////////////////////////////////////////////////

5       Use Cases and Solutions for Artificial Intelligence in RAN
[bookmark: _Hlk85714913]5.X	Mobility Optimization
5.X.1	Use case description
Mobility management is the scheme to guarantee the service-continuity during the mobility by minimizing the call drops, RLFs, unnecessary handovers, and ping-pong. For the future high-frequency network, as the coverage of a single node decreases, the frequency for UE to handover between nodes becomes high, especially for high-mobility UE. In addition, for the applications characterized with the stringent QoS requirements such as reliability, latency etc., the QoE is sensitive to the handover performance, so that mobility management should avoid unsuccessful handover and reduce the latency during handover procedure. However, for the conventional method, it is challengeable for trial-and-error-based scheme to achieve nearly zero-failure handover. The unsuccessful handover cases are the main reason for packet dropping or extra delay during the mobility period, which is unexpected for the packet-drop-intolerant and low-latency applications. In addition, the effectiveness of adjustment based on feedback may be weak due to randomness and inconstancy of transmission environment. Besides the baseline case of mobility, areas of optimization for mobility include dual connectivity, CHO, and DAPS, which each have additional aspects to handle in the optimization of mobility. 
Mobility aspects of SON that can be enhanced by the use of AI/ML include
· Reduction of the probability of unintended events
· UE Location/Mobility/Performance prediction
· Traffic Steering 
Reduction of the probability of unintended events associated with mobility. 
Examples of such unintended events are:
· Intra-system Too Late Handover: A radio link failure (RLF) occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.
· Intra-system Too Early Handover: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.
· Intra-system Handover to Wrong Cell: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell.
RAN Intelligence could observe multiple HO events with associated parameters, use this information to train its ML model and try to identify sets of parameters that lead to successful HOs and sets of parameters that lead to unintended events.
UE Location/Mobility/Performance Prediction
Predicting UE’s location is a key part for mobility optimisation, as many RRM actions related to mobility (e.g. selecting handover target cells) can benefit from the predicted UE location/trajectory. UE mobility prediction is also one key factor in the optimization of early data forwarding particularly for CHO. UE Performance prediction when the UE is served by certain cells is a key factor in determining which is the best mobility target for maximisation of efficiency and performance.
Traffic Steering
Efficient resource handling can be achieved adjusting handover trigger points and selecting optimal combination of PCell/PSCell/SCells to serve a user. 
Existing traffic steering can also be improved by providing a RAN node with information related to mobility or dual connectivity. 
For example, before initiating a handover, the source gNB, could use feedbacks on UE performance collected for successful handovers occurred in the past and received from neighbouring gNBs. 
Similarly, for the case of dual connectivity, before triggering the addition of a secondary gNB or triggering SN change, an eNB could use information (feedbacks) received in the past from the gNB for successfully completed SN Addition or SN Change procedures.
In the two reported examples, the source RAN node of a mobility event, or the RAN node acting as Master Node (a eNB for EN-DC, a gNB for NR-DC) can use feedbacks received from the other RAN node, as input to an AI/ML function supporting traffic related decisions (e.g. selection of target cell in case of mobility, selection of a PSCell / SCell(s) in the other case), so that future decisions can be optimized.
5.3.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, following two options are considered: 
· The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
· Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node

Furthermore, forIn case of CU-DU split scenario, following option is possible:
AI/ML Model Training is located in CU-CP or OAM, and AI/ML, Model Inference function is locatedcan be in the gNB-CU-CP.

[bookmark: _Hlk85714946]To improve the mobility decisions at a gNB (gNB-CU), a gNB can request mobility feedback from a neighbouring node. Details of the procedure are FFS.   
5.3.2.1 AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1: The RAN is assumed to have in use a trained AI/ML model for inference
Step 2. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 3. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
5.3.2.2 AI/ML Model Training and AI/ML Model Inference in NG-RAN node





Figure 5.3-1: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 trains the AI-ML mode based on the collected data and inputs received from the UEs and the neighbouring nodes. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as forecasted load and/or mobility predictions.

STEP 2. NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE including configuration requesting for radio measurement, as well as traffic and trajectory related information.
Step 2. UE collects the indicated measurement, e.g., UE radio related measurements related tosuch as RSRP, RSRQ, SINR of serving cell and neighbouring cells., UE traffic related information such as predicted data rate, packet size, packet delay, next packet arrival time, and the UE trajectory information including assistance information on the UE trajectory (e.g., UE speed, UE location, etc.)
Step 33. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. Model training.4.  NG RAN node 1 subscribes to the Mobility Feedback Update of the neighbouring NG RAN nodes. 
Step 5. NG RAN node 1 receives the Mobility Feedback Update from the neighbouring NG RAN nodes. The Mobility Feedback Update contains information including the measurements (e.g. throughput, latency, radio link quality, cell dwelling time) and the UE configurations (e.g., dual connectivity, carrier aggregation).
Step 6. NG RAN node 1 performs predictions for mobility optimization. Required measurements are leveraged to training ML model for mobility optimization.
Step 5. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
into Model Inference.7 to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization. NG-RAN node1 may send the predicted mobility optimization solution to NG-RAN node2 e.g., handover toward NG RAN node 2.
Step 8. NG RAN node 1 receives Mobility Feedback Update concerning the handed over UE from the NG RAN node 2.
5.3.2.3 Input data
The following data is required as input data for mobility optimization.
Input Information from UE: 
· FFS UE historical location information from MDT, e.g., Latitude, longitude, altitude, cell ID
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· UE Mobility history information
· Moving velocity
· FFS predicted traffic
· Trajectory information
· RAN visible QoE metrics e.g., buffer level

Input Information from the neighbouring RAN nodes: 
· UE’s successful handover information in the past and received from neighboring RAN nodes
· UE’s history information from neighbor
· [bookmark: _Hlk85730531]UEs’ Position,  and trajectory, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, throughput, etc.)
· Resource status and utilization prediction/estimation
· SON Reports of handovers that are successful handover report, too-early, too-late, or handover to wrong (sub-optimal) cell 
· FFS Information about the performance of handed over UEs
· UE performance prediction/estimation 
· UE dwelling time per cell
· RAN visible QoE metrics e.g., buffer level
· 

Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node internally)
· Local load prediction 

If existing UE measurements are needed by a gNB for AI/ML-based network energy savingmobility optimization, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
5.3.2.4 Output data
· FFS UE trajectory prediction (Latitude, longitude, altitude of UE over a future period of time)
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
/////////////////////////////////////////   END OF CHANGES ////////////////////////////////////////
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