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1. Introduction
This paper covers in further details agreements and open points to be continued, captured at RAN3#112-e and RAN3#113-e meetings with respect to to Inter-System Load Balancing, as reported here below.
For NG-RAN, the agreed mechanism to report the metrics for Inter-System MLB is via modification of Inter-System SON Information IE. Additionally, at the RAN3#112-e meeting the following was agreed for reporting of Inter-System Load Balancing:
· “The combination of range-based thresholds and explicit thresholds should be applied for event-triggered reporting, and the details are FFS”
· “CAC is used as the triggering metric for event-triggered reporting.“
· “Once the threshold is met, all the load metrics requested should be reported.” 
· “RRC connections, Number of active UEs are introduced for inter system load balancing. PRB usage is FFS.”
Also, during RAN3#113-e, the following agreement was taken:
It is sufficient to have a single measurement per node pair, i.e. no measurement IDs are needed.
And the following topics were captured as to be continued:
No consensus on whether an indicator from the reporting node to inform about stop/pause/resume is needed. To be continued …
No consensus on the reporting of NR capable UEs. To be continued …
2. Reporting of Metrics for Inter-System MLB 

2.1. Reporting criteria for MLB
In previous meetings it was agreed that “a combination of range-based thresholds and explicit thresholds has been agreed for event-triggered reporting in case of inter-system MLB”, with details left FFS.  
At the RAN3#113-e meeting two solutions have been discussed and caputed in the SOD in R3-214324:
a) Signal a high and low threshold and the number of reporting levels dividing the gap between the low and high threshold
b) Signal a low threshold and the number of reporting levels dividing the gap between the low and high threshold, where the high threshold is overload (when CAC=0)
Among these solutions we believe that Option a) better captures the standing agreement, as it offers the possibility to select a high threshold that is not “overload” (i.e., CAC=0), and achieves the objectives of keeping the reporting mechanism simple and limiting the signaling overhead. With both load and high thresholds configurable, we have the flexibility to enable load reporting when measurements fall in a specific range of operation, e.g. 30% to 70%, not necessarily when the system is in overload. This possibility is very useful when the target of the function is that of balancing load between systems, instead of purely reacting to high loads. Also, consider that the load in E-UTRAN will decrease with time, the ability to set a high and low threshold, e.g., in the middle of the 0-100 range would be beneficial for better operations.
Proposal 1 [bookmark: _Hlk59018609]RAN3 to agree to use “option a)”: Signal a high and low threshold and the number of reporting levels dividing the gap between the low and high threshold.
The details of the related signaling are in Appendix A.

2.2. Composite Available Capacity encoding
In previous meetings it was agreed to adopt signaling of the Composite Available Capacity (Cell Capacity Class value and Capacity Value) for inter system MLB, with encoding defined in LTE, e.g. in TS 36.413, as a starting point. Whether CAC is encoded according to the sender’s rules was left FFS. In RAN3#112e, the encoding of load metrics has been further discussed, but consensus could not be reached.
The CAC encoded in LTE comprises only cell-level capacity values, while the CAC encoded in NR includes cell-level capacity values as well as per-SSB area capacity values. Although the NR encoding has been extended to LTE for the purpose of EN-DC (i.e., when an eNB and a gNB share a X2 interface), further extending the NG-RAN encoding to LTE for the purpose of inter-system load balancing would imply that eNBs that are not X2 connected to a gNB would still need to understand the SSB based encoding of the NR CAC. It is worth noticing that if an eNB is not X2 connected to a gNB, that is likely because the eNB does not support the EN-DC X2 functionalities, hence it is incorrect to request such eNB to support the NR CAC, which is only signalled over EN-DC X2. Besides, knowledge of per SSB load in Inter RAT mobility may have limited benefits because IRAT handovers are likely the result of pre-configured load targets per RAT, namely the HO decision would not be very dependent on SSB load.   
We therefore think that a solution based on encoding CAC as defined in LTE is preferable since it is applicable to both Inter-System Load Balancing from E-UTRAN to NG-RAN and Inter-System Load Balancing from NG-RAN to E-UTRAN. Our proposal is then to use the LTE encoding of CAC for Inter-System Load Balancing.
Proposal 2 For Inter-System Load Balancing, encode Composite Available Capacity Group as in LTE for both NG-RAN to E-UTRAN and E-UTRAN to NG-RAN reporting.

2.3. Other MLB metrics for inter-system MLB
Although the offline discussion during the RAN3#113-e meeting has captured comments related to the number of RRC connections and Number of active UEs, we would like to recall that at RAN3#112-e it was already agreed that:
RRC connections, Number of active UEs are introduced for inter system load balancing. PRB usage is FFS.
For the sake of progress, we recommend honoring the RAN3#112-e agreement and focus the discussion on the open FFS on PRB utilization and number of NR capable active UEs.

2.2.1 PRB utilization
Although PRB utilization is a valid load metric for intra-system MLB in both LTE and NR, only a subcarrier spacing of 15 kHz is possible for LTE, which may be not the same as the one used in NR. Therefore, reporting number of utilized PRBs requires full understanding of the PRB scheme used by the reporting system. This means that in general there is no common interpretation of PRB usage between LTE and NR (e.g. as described in Radio Resource Status IE in 38.423 for NG-RAN and in 36.423 for the EN-DC case), an E-UTRAN eNB may not understand PRB structures in NR. 
Moreover, PRB utilization does not reflect the available capacity used to determine if load-based mobility can be triggered. Instead, it represents the percentage of PRBs being used, independently of whether they are used for overprovisioning or for minimum resource allocation. For instance, PRB utilization is likely to show always a 100% utilization, in a system where resource utilization is maximized. This could be the case, for instance of a cell with a few UEs having application that require high traffic, such as video streaming or gaming application. If the cell is not loaded, these UEs can be overprovisioned and served to maximize the cell resource utilization, yet the cell would still have the capacity to accept more load, which would not be clear from its resource utilization.
Hence, we prefer to not consider this metrics for Inter-System MLB.
Proposal 3 Do not use PRB utilization as load metric for Inter-System Load Balancing. 

2.2.2 Number of NR capable active UEs
In R3-213411 was proposed that an LTE cell could report to an NR node the Number of NR capable active UEs to assist an NG-RAN node in switching ON/OFF its cells. One scenario where this was claimed to be useful is where the LTE node has relatively high load but no NR capable UEs, in which case it could be beneficial to switch off the NR cell even if the LTE load is high (since no UEs can be moved). While we recognize that the proposal is interesting, we believe that signaling the Number of NR capable active UEs from a E-UTRAN node to an NG-RAN would be beneficial for energy savings only in a corner use case of marginal interest. In the use case proposed in R3-213411, an NG-RAN node could switch OFF one or more cell and save energy only if the neighboring LTE node indicates that has no (or few) NR-capable active UEs and also if its own cells do not have any NR capable active UEs. 
The occurrence of these two conditions simultaneously is too seldom to justify introducing this additional information. In addition, if an NG-RAN node has no load in a cell, it is reasonable to expect that such cell could be turned OFF. However, more advanced solutions for energy savings are currently being discussed as part of the SI on AI/ML. We would therefore suggest deferring to that forum any additional discussion on signaling the number of NR capable active UEs from an E-UTRAN node to an NG-RAN node
Proposal 4 No need to introduce Number of NR capable active UES for inter-system load balancing.


2.4. Controlling Inter-system Load Balancing
One of the important aspects agreed at the previous RAN3 meetings as part of the Inter-System Load Balancing discussions, is that excessive signalling should be avoided. 
It may be so that, for node internal or traffic conditions, a certain RAN node involved in ongoing Inter-System Load Balancing procedures is not able to provide the requested measurements or does not want to receive incoming inter-system traffic due to overload. 
In LTE, a Cell Reporting Indicator IE can be used to indicate “stop request”, as reported in the text below from TS 36.423 clause 8.3.7.2: 
If the eNB1 receives the RESOURCE STATUS UPDATE message, which includes the Cell Reporting Indicator IE set to "stop request" in one or more items of the Cell Measurement Result IE, the eNB1 should initialise the Resource Status Reporting Initiation procedure to remove all or some of the corresponding cells from the measurement.
The current NR specification does not contain a similar solution, and we think it would be beneficial to address the problem. At the same time, there is an opportunity to make the NR solution better compared to LTE. For LTE, we see at least these limitations:
· when eNB1 receives a “stop request”, eNB1 does not receive an indication explaining the reason for the stop and the eNB1 may not be aware of the cause for a long time (in fact only the peer node knows what the problem is)
· if eNB1 is still interested to receive load measurements from the peer node, eNB1 has the only option to try a new request (potentially a number of times, if the situation of overload at the peer node persists) and start the resource status reporting procedure. This has a negative impact in terms of signaling load
In addition to keeping the Inter System LB a light process, we would like to have control of situations where measurements cannot be provided due, for instance, to overload conditions. The Start/Stop procedure by itself is based on the reporting node requesting to stop measurements but leaves the requesting node without knowledge of when the requested measurements can be available again. The latter situation can result in the requesting node requesting measurements multiple times, despite the overload is still ongoing at the reporting node. The possibility for the reporting node to “pause” measurements allows for measurements to be resumed when the situation returns to normal, i.e. when the overload is resolved, avoiding the requesting node to send new requests in-between.
In addition to the above, using the LTE approach to the inter-system scenario has another drawback. Even if completely transparent to the signaling content, CN signaling paths are used to convey inter-system load metrics between RAN nodes. CN signaling resources will be in common for all RAN nodes involved in inter-system load balancing, and the signaling overhead at the CN may become excessive. Figure below shows a sketch of the situation.
[image: ]

Therefore, we propose RAN3 to discuss the following:
· introduce a Cell Reporting Indicator IE in inter-system resource status update, with the options for the reporting RAN node to stop, pause or resume an ongoing periodic inter-system resource status reporting
· introduce an optional Cause Value IE in inter-system resource status update, to indicate reasons for stopping or pausing an ongoing periodic status reporting

Proposal 5 Introduce indications of measurements stop, pause and resume for periodic inter-system resource status reporting.
Proposal 6 Introduce a Cause Value in periodic inter-system resource status reporting to indicate the reason for measurements stop or pause.


Conclusions
[bookmark: _In-sequence_SDU_delivery]In this paper a number of aspects for discussion on Inter-System Load Balancing have been tackled.
The following proposals were brought forward:
Proposal 1 RAN3 to agree to use “option a)”: Signal a high and low threshold and the number of reporting levels dividing the gap between the low and high threshold.

Proposal 2 For Inter-System Load Balancing, encode Composite Available Capacity Group as in LTE for both NG-RAN to E-UTRAN and E-UTRAN to NG-RAN reporting.

Proposal 3 Do not use PRB utilization as load metric for Inter-System Load Balancing.

Proposal 4 No need to introduce Number of NR capable active UES for inter-system load balancing 
Proposal 5 Introduce indications of measurements stop, pause and resume for periodic inter-system resource status reporting.

Proposal 6 Introduce a Cause Value in periodic inter-system resource status reporting to indicate the reason for measurements stop or pause.
[bookmark: _Hlk58306597]Sample TPs mirroring the proposals above are available:
· [bookmark: _Hlk58306912]Sample TP for NGAP (38.413) is in Appendix A
· Sample TP for TS 38.300 is in Appendix B
· Sample TP for TS 36.300 is in Appendix C







Appendix A – Sample TP for NGAP (38.413)


[bookmark: _Hlk58248168]//////////////////////////////////////// Change Start ////////////////////////////////////////////////
[bookmark: _Toc20954981][bookmark: _Toc29503418][bookmark: _Toc29504002][bookmark: _Toc29504586][bookmark: _Toc36553032][bookmark: _Toc36554759][bookmark: _Toc45652049][bookmark: _Toc45658481][bookmark: _Toc45720301][bookmark: _Toc45798181][bookmark: _Toc45897570][bookmark: _Toc51745774][bookmark: _Toc64446038][bookmark: _Toc73981908]8.8.2	Downlink RAN Configuration Transfer
[bookmark: _Toc20954982][bookmark: _Toc29503419][bookmark: _Toc29504003][bookmark: _Toc29504587][bookmark: _Toc36553033][bookmark: _Toc36554760][bookmark: _Toc45652050][bookmark: _Toc45658482][bookmark: _Toc45720302][bookmark: _Toc45798182][bookmark: _Toc45897571][bookmark: _Toc51745775][bookmark: _Toc64446039][bookmark: _Toc73981909]8.8.2.1	General
The purpose of the Downlink RAN Configuration Transfer procedure is to transfer RAN configuration information from the AMF to the NG-RAN node. This procedure uses non-UE associated signalling.
[bookmark: _Toc20954983][bookmark: _Toc29503420][bookmark: _Toc29504004][bookmark: _Toc29504588][bookmark: _Toc36553034][bookmark: _Toc36554761][bookmark: _Toc45652051][bookmark: _Toc45658483][bookmark: _Toc45720303][bookmark: _Toc45798183][bookmark: _Toc45897572][bookmark: _Toc51745776][bookmark: _Toc64446040][bookmark: _Toc73981910]8.8.2.2	Successful Operation


Figure 8.8.2.2-1: Downlink RAN configuration transfer
The procedure is initiated with an DOWNLINK RAN CONFIGURATION TRANSFER message sent from the AMF to the NG-RAN node.
If the NG-RAN node receives, in the SON Configuration Transfer IE or in the EN-DC SON Configuration Transfer IE, the SON Information IE containing the SON Information Request IE, it may transfer back the requested information either towards the NG-RAN node indicated in the Source RAN Node ID IE of the SON Configuration Transfer IE or towards an eNB indicated in the Source eNB-ID IE of the EN-DC SON Configuration Transfer IE by initiating the Uplink RAN Configuration Transfer procedure.
[bookmark: _Hlk489552232]If the NG-RAN node receives, in the SON Configuration Transfer IE, the Xn TNL Configuration Info IE containing the Xn Extended Transport Layer Addresses IE, it may use it as part of its ACL functionality configuration actions, if such ACL functionality is deployed.
If the NG-RAN node receives, in the SON Configuration Transfer IE, the SON Information IE containing the SON Information Reply IE including the Xn TNL Configuration Info IE as an answer to a former request, it may use it to initiate the Xn TNL establishment.
In case the IP-Sec Transport Layer Address IE is present and the GTP Transport Layer Addresses IE within the Xn Extended Transport Layer Addresses IE is not empty, GTP traffic is conveyed within an IP-Sec tunnel terminated at the IP-Sec tunnel endpoint given in the IP-Sec Transport Layer Address IE.
In case the IP-Sec Transport Layer Address IE is not present, GTP traffic is terminated at the endpoints given by the list of addresses in the Xn GTP Transport Layer Addresses IE within the Xn Extended Transport Layer Addresses IE.
In case the Xn GTP Transport Layer Addresses IE is empty and the IP-Sec Transport Layer Address IE is present, SCTP traffic is conveyed within an IP-Sec tunnel terminated at the IP-Sec tunnel endpoint given in the IP-Sec Transport Layer Address IE, within the Xn Extended Transport Layer Addresses IE.
In case the Xn SCTP Transport Layer Addresses IE is present and the IP-Sec Transport Layer Address IE is also present, the concerned SCTP traffic is conveyed within an IP-Sec tunnel terminated at the IP-Sec tunnel endpoint given in this IP-Sec Transport Layer Address IE, within the Xn Extended Transport Layer Addresses IE.
If the NG-RAN node receives the SON Information IE containing the SON Information Report IE it may use it as specified in TS 38.300 [8].
If the NG-RAN node receives the Inter-system SON Information IE containing the Inter-system SON Information Report IE it may use it as specified in TS 38.300 [8].
If the NG-RAN node receives the Inter-system SON Information IE containing the Inter-system SON Information Request IE, it may use it as specified in TS 38.300 [8].
If the NG-RAN node is configured to use one IPsec tunnel for all NG and Xn traffic (IPsec star topology) then the traffic to the peer NG-RAN node shall be routed through this IPsec tunnel and the IP-Sec Transport Layer Address IE shall be ignored.
If the NG-RAN node receives the Inter-system SON Information Report IE containing an Inter-system Resource Status Update IE with a Cell Reporting Indicator IE set to "stop request", the NG-RAN node shall, if supported, send an Inter-system SON Information IE containing an Inter-system Resource Status Request IE with a Registration Request IE set to “stop” to remove all the items of the Cell Measurement Result Item IE.
If the NG-RAN node receives the Inter-system SON Information Report IE containing an Inter-system Resource Status Update IE with a Cell Reporting Indicator IE set to “pause” in a Cell Measurement Result Item IE, the NG-RAN node should assume that no more measurements will be received for the corresponding cell, until the NG-RAN node receives the the Inter-system SON Report IE containing the Inter-system Resource Status Update IE with a Cell Reporting Indicator IE set to "resume" for the same Cell Measurement Result Item IE.


//////////////////////////////////////// Next Change ////////////////////////////////////////////////

[bookmark: _Toc45798640][bookmark: _Toc45898029][bookmark: _Toc45658942][bookmark: _Toc45652510][bookmark: _Toc45720762][bookmark: _Toc13759735]9.3.3.34	Inter-system SON Information
This IE identifies the nature of the configuration information transferred.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information
	M
	
	
	

	>Inter-system SON Information Report
	
	
	
	

	>>Inter-system SON Information Report
	M
	
	9.3.3.36
	

	>Inter-system SON Information Request
	
	
	
	

	>>Inter-system SON Information Request
	M
	
	9.3.3.xx
	

	>Inter-system SON Information Reply
	
	
	
	

	>>Inter-system SON Information Reply
	M
	
	9.3.3.yy
	



//////////////////////////////////////// Next Change ////////////////////////////////////////////////



9.3.3.xx	 Inter-system SON Information Request
This IE contains the request information to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information Request
	M
	
	
	

	>NG-RAN Cell Activation
	
	
	
	

	>>Cell Activation Request
	M
	
	9.3.3.zz
	

	>Resource Status
	
	
	
	

	>>Resource Status Request
	M
	
	9.3.3.xx1
	




9.3.3.xx1		Resource Status Request
This IE is used to request Inter-system Resource Status reporting.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	NG-RAN node Measurement ID
	M
	
	INTEGER (1..4095,...) 
	Allocated by NG-RAN node

	E-UTRAN node Measurement ID
	M
	C-ifRegistrationRequestStop
	INTEGER (1..4095,...) 
	Allocated by E-UTRAN node

	Registration Request
	M
	
	ENUMERATED(start, stop, …)
	Type of request for which the resource status is required.

	Report Characteristics
	C-ifRegistrationRequestStart
	
	BITSTRING
(SIZE(32))
	Each position in the bitmap indicates measurement object the RAN node is requested to report.
First Bit = Composite Available Capacity Periodic,
Second Bit = Number of Active UEs,
Third Bit = 
RRC Connections, 
Other bits shall be ignored by the RAN node.

	Cell To Report List
	
	0..1
	
	Cell ID list to which the request applies.

	CHOICE Reporting RAT
	
	
	
	

	> E-UTRAN
	
	
	
	

	>> Cell To Report Item
	
	1 .. < maxnoofCellsineNB>
	
	

	>>> Cell ID
	M
	
	9.3.1.9
	Contains the E-UTRAN CGI IE.

	> NG-RAN
	
	
	
	

	>> Cell To Report Item
	
	1 .. <maxnoofCellsinNG-RANnode>
	
	

	>>> Cell ID
	M
	
	9.3.1.73
	Contains the NG-RAN CGI IE.

	CHOICE Reporting Type
	
	
	
	

	> Event based
	
	
	
	

	>> Event-based Inter-system SON Information Request
	O
	
	9.3.3.xx2
	

	> Periodic based
	
	
	
	

	>> Periodic-based Inter-system SON Information Request
	O
	
	9.3.3.xx3
	



	Condition
	Explanation

	[bookmark: OLE_LINK10][bookmark: OLE_LINK11]ifRegistrationRequestStop
	This IE shall be present if the Registration Request IE is set to the value "stop".




	Range bound
	Explanation

	maxnoofCellsinRANnode
	Maximum no. cells that can be served by a RAN node. Value is 16384.




9.3.3.xx2	Event based Inter-system SON Information Request
This IE is used to request event based Inter-system Resource Status reporting.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Inter-system Resource Threshold Low
	M
	
	INTEGER (0..100)
	Inter-system Resource Status reporting is enabled when Composite Available Capacity is above this threshold or is disabled when Composite Available Capacity is below this threshold.

The reporting node sends a report when the cell Composite Available Capacity becomes greater than or equal to the threshold.

	Inter-system Resource Threshold High
	M
	
	INTEGER (0..100)
	Inter-system Resource Status reporting is enabled when Composite Available Capacity is below this threshold or is disabled when Composite Available Capacity is above this threshold.

The reporting node sends a report when the cell Composite Available Capacity becomes smaller than or equal to the threshold.

	Number Of Measurement Reporting Levels
	O
	
	ENUMERATED (2, 3, 4, 5,...)
	The reporting node divides the cell Composite Available Capacity into the indicated number of reporting levels, evenly distributed on a linear scale between the Inter-system Resource Threshold Low and the Inter-system Resource Threshold High. 

The reporting node sends a report each time the cell Composite Available Capacity changes from one reporting level to another. 






9.3.3.xx3	Periodic based Inter-system SON Information Request
This IE is used to request periodic based Inter-system Resource Status reporting.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Inter-system Periodic Resource Status Reporting Indication
	M
	
	ENUMERATED (start, stop,...)
	Type of request for which the resource status is required.

	Inter-system Reporting Periodicity
	O
	
	ENUMERATED (1000ms, 2000ms, 5000ms,10000ms, …)
	




9.3.3.yy	Inter-system SON Information Reply
This IE contains the reply information to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE Inter-system SON Information Response
	M
	
	
	

	>NG-RAN Cell Activation
	
	
	
	

	>>Cell Activation Reply
	M
	
	9.3.3.bb
	

	>Resource Status
	
	
	
	

	>>Resource Status Reply
	M
	
	9.3.3.yy1
	




9.3.3.yy1		Resource Status Reply
This IE is sent between one NG-RAN node and one E-UTRAN node to indicate that the requested Inter-system Resource Status measurements are successfully initiated.
Direction: NG-RAN node  E-UTRAN node, E-UTRAN node  NG-RAN node

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	NG-RAN node Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node
	YES
	reject

	E-UTRAN node Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by E-UTRAN node
	YES
	reject

	Criticality Diagnostics
	O
	
	9.2.3.3
	
	YES
	ignore









//////////////////////////////////////// Next Change ////////////////////////////////////////////////
[bookmark: _Toc45652512][bookmark: _Toc45658944][bookmark: _Toc45720764][bookmark: _Toc45798642][bookmark: _Toc45898031]9.3.3.36	Inter-system SON Information Report
This IE contains the configuration information to be transferred.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	CHOICE SON Information Report 
	M
	
	
	

	>HO Report Information
	
	
	
	

	>>Inter-system HO Report
	M
	
	9.3.3.40
	

	>Failure Indication Information
	
	
	
	

	>>Inter-system Failure Indication
	M
	
	9.3.3.38
	

	>Energy Savings Indication
	
	
	
	

	>>Cell State Indication
	M
	
	9.3.3.aa
	

	> Inter-system Resource Status Report
	
	
	
	

	  >>Inter-system Resource Status Update
	M
	
	9.3.3.z1
	




9.3.3.z1	Inter-system Resource Status Update
This message is sent between NG-RAN node to E-UTRAN node to report the results of the requested measurements.
Direction: NG-RAN node  E-UTRAN node, E-UTRAN node  NG-RAN node

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.2.3.1
	
	YES
	ignore

	NG-RAN node Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by NG-RAN node
	YES
	reject

	E-UTRAN node Measurement ID
	M
	
	INTEGER (1..4095,...)
	Allocated by E-UTRAN node
	YES
	Reject

	CHOICE Reporting RAT
	
	
	
	
	
	

	> E-UTRAN
	
	
	
	
	
	

	> Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>> Cell Measurement Result Item
	
	1 .. < maxnoofCellsineNB>
	
	
	YES
	ignore

	>>> Cell Identity
	M
	
	9.1.3.9
	Contains the E-UTRAN CGI IE.
	
	

	>>> Composite Available Capacity
	M
	
	OCTET STRING
	Contains the Composite Available Capacity Group as defined in TS 36.423 [40]
	
	

	>>> Number of Active UEs
	O
	
	
	Contains the number of Active UEs as defined in TS 36.423 [40]
	
	

	>>> RRC Connections
	O
	
	
	Contains number of RRC connections as defined in TS 36.423 [40]
	
	

	>>> Cell Reporting Indicator
	O
	
	ENUMERATED (stop request, pause, resume, …)
	
	
	

	>>> Cause
	O
	
	9.2.3.2
	Indicates the reason for sending Cell Reporting Indicator set to ‘stop request’ or ‘pause’.

	
	

	> NG-RAN
	
	
	
	
	
	

	> Cell Measurement Result
	
	1
	
	
	YES
	ignore

	>> Cell Measurement Result Item
	
	1 .. < maxnoofCellsinNG-RANnode>
	
	
	YES
	ignore

	>>> Cell Identity
	M
	
	9.3.1.73
	Contains the NG-RAN CGI IE.
	
	

	>>> Composite Available Capacity
	M
	
	OCTET STRING
	Contains the Composite Available Capacity Group as defined in TS 36.423 [40]
	
	

	>>> Number of Active UEs
	O
	
	
	Contains the number of Active UEs as defined in TS 36.423 [40]
	
	

	>>> RRC Connections
	O
	
	
	Contains number of RRC connections as defined in TS 36.423 [40]
	
	

	>>> Cell Reporting Indicator
	O
	
	ENUMERATED (stop request, pause, resume, …)
	
	
	

	>>> Cause
	O
	
	9.2.3.2
	Indicates the reason for sending Cell Reporting Indicator set to ‘stop request’ or ‘pause’.

	
	





	Range bound
	Explanation

	maxnoofCellsineNB
	Maximum no. of cells that can be served by an eNB. Value is 256.

	maxnoofCellsinNG-RANnode
	Maximum no. cells that can be served by a NG-RAN node. Value is 16384.





//////////////////////////////////////// End of Changes ////////////////////////////////////////////////



Appendix B – Sample TP for 38.300


//////////////////////////////////////// Change Start ////////////////////////////////////////////////

[bookmark: _Toc46502086]15.5	Self-optimisation
[bookmark: _Toc46502087]15.5.1	Support for Mobility Load Balancing
[bookmark: _Toc46502088]15.5.1.1	General
The objective of mobility load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cell or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to achieve network energy saving. This can be done by means of optimization of cell reselection/handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
Intra-RAT and , intra-system inter-RAT and inter-system load balancing scenarios are supported.
In general, support for mobility load balancing consists of one or more of following functions:
-	Load reporting for intra-RAT and intra-system inter-RAT load balancing;
-	Load balancing action based on handovers;
-	Adapting handover and/or reselection configuration.;
-	Load reporting for inter-system load balancing

[bookmark: _Toc46502089]15.5.1.2	Load reporting for intra-RAT and intra-system inter-RAT load balancing
The load reporting function is executed by exchanging load information over the Xn/X2/F1/E1 interfaces.
The following load related information should be supported which consists of,
-	Radio resource usage (per-cell and per SSB area PRB usage: DL/UL GBR PRB usage, DL/UL non-GBR PRB usage, DL/UL total PRB usage, and DL/UL scheduling PDCCH CCE usage) ; PRB usage for slice(s): DL/UL GBR PRB usage, DL/UL non-GBR PRB usage, and DL/UL Total PRB allocation);
-	TNL capacity indicator (UL/DL TNL offered capacity and available capacity);
-	Cell Capacity Class value (UL/DL relative capacity indicator);
-	Capacity value (per cell, per SSB area and per slice: UL/DL available capacity);
-	HW capacity indicator (offered throughput and available throughput over E1, percentage utilisation over F1);
-	RRC connections (number of RRC connections, and available RRC Connection Capacity);
-	Number of active UEs.
To achieve load reporting function, Resource Status Reporting Initiation & Resource Status Reporting procedures are used.
15.5.1.3	Load balancing action based on handovers
The source cell may initiate handover due to load. The target cell performs admission control for the load balancing handovers. A handover preparation related to a mobility load balancing action is distinguishable from other handovers, so that the target cell is able to apply appropriate admission control.
[bookmark: _Toc46502090]15.5.1.4	Adapting handover and/or reselection configuration
This function enables requesting of a change of handover and/or reselection parameters at target cell. The source cell that initialized the load balancing estimates if it is needed to change mobility configuration in the source and/or target cell. If the amendment is needed, the source cell initializes mobility negotiation procedure toward the target cell.
The source cell informs the target cell about the new mobility setting and provides cause for the change (e.g. load balancing related request). The proposed change is expressed by the means of the difference (delta) between the current and the new values of the handover trigger. The handover trigger is the cell specific offset that corresponds to the threshold at which a cell initialises the handover preparation procedure. Cell reselection configuration may be amended to reflect changes in the HO setting. The target cell responds to the information from the source cell. The allowed delta range for HO trigger parameter may be carried in the failure response message. The source cell should consider the responses before executing the planned change of its mobility setting.
All automatic changes on the HO and/or reselection parameters must be within the range allowed by OAM.


//////////////////////////////////////// Next Change ////////////////////////////////////////////////

15.5.1.x	Load reporting for inter-system load balancing
The load reporting function for inter-system load balancing is executed by exchanging load information between NG-RAN and E-UTRAN.
The following load related information should be supported:
-	Cell Capacity Class value (UL/DL relative capacity indicator);
-	Capacity value (per cell: UL/DL available capacity);
-	RRC connections (number of RRC connections, and available RRC Connection Capacity);
-	Number of active UEs.
NGAP procedures used for inter-system load balancing are Uplink RAN Configuration Transfer and Downlink RAN Configuration Transfer.
S1AP procedures used for inter-system load balancing are eNB Configuration Transfer and MME Configuration Transfer.








The following signaling shows the case the signaling required in the NG-RAN system in case an E-UTRAN node initiates inter-system load reporting from an NG-RAN node:




[bookmark: _1686743500]
1. The NG-RAN node receives an Inter-System Resource Status Request IE within an Inter-system SON Information IE included in a DOWNLINK RAN CONFIGURATION TRANSFER message.
2. The AMF node receives an Inter-System Resource Status Response IE within an Inter-system SON Information IE included in an UPLINK RAN CONFIGURATION TRANSFER message.
3. The AMF node receives an Inter-System Resource Status Update IE as part of the Inter-system SON Information Report IE within the Inter-system SON Information IE included in an UPLINK RAN CONFIGURATION TRANSFER message. 

The following signaling shows the case the signaling required in the NG-RAN system in case an NG-RAN node initiates inter-system load reporting from an E-UTRAN node:



1. The AMF node receives an Inter-System Resource Status Request IE within an Inter-system SON Information IE included in an UPLINK RAN CONFIGURATION TRANSFER message.
2. The NG-RAN node receives an Inter-System Resource Status Response IE within an Inter-system SON Information IE included in a DOWNLINK CONFIGURATION TRANSFER message.
3. The NG-RAN node receives an Inter-System Resource Status Update IE as part of the Inter-system SON Information Report IE within the Inter-system SON Information IE included in a DOWNLINK CONFIGURATION TRANSFER message. 

//////////////////////////////////////// End of Changes ////////////////////////////////////////////////
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//////////////////////////////////////// Change Start ////////////////////////////////////////////////
[bookmark: _Toc20403240][bookmark: _Toc29372746][bookmark: _Toc37760702][bookmark: _Toc46498940]22.4.1	Support for Mobility Load Balancing
[bookmark: _Toc20403241][bookmark: _Toc29372747][bookmark: _Toc37760703][bookmark: _Toc46498941]22.4.1.1	General
The objective of load balancing is to distribute cell load evenly among cells or to transfer part of the traffic from congested cells. This is done by the means of self-optimisation of mobility parameters or handover actions.
Self-optimisation of the intra-LTE, and inter-RAT and inter-system mobility parameters to the current load in the cell and in the adjacent cells can improve the system capacity compared to static/non-optimised cell reselection/handover parameters. Such optimisation can also minimize human intervention in the network management and optimisation tasks.
Support for mobility load balancing consists of one or more of following functions:
-	Load reporting (for intra-LTE, inter-RAT and EN-DC scenarios);
-	Load balancing action based on handovers;
-	Adapting handover and/or reselection configuration;.
-	Load reporting for inter-system load balancing.

Triggering of each of these functions is optional and depends on implementation. Functional architecture is presented in Figure 22.4.1.1-1.

//////////////////////////////////////// Next Change ////////////////////////////////////////////////
22.4.1.2.x	Load reporting for inter-system load balancing
The load reporting function for inter-system load balancing is executed by exchanging load information between E-URAN and NG-RAN.
The following load related information should be supported which consists of:
-	Cell Capacity Class value (UL/DL relative capacity indicator);
-	Capacity value (per cell: UL/DL available capacity);
-	RRC connections (number of RRC connections, and available RRC Connection Capacity);
-	Number of active UEs.

NGAP procedures used for inter-system load balancing are Uplink RAN Configuration Transfer and Downlink RAN Configuration Transfer.
S1AP procedures used for inter-system load balancing are eNB Configuration Transfer and MME Configuration Transfer.


The following signaling shows the case the signaling required in the E-UTRAN system in case an E-UTRAN node initiates inter-system load reporting from an NG-RAN node:



1. The MME receives an Inter-System Resource Status Request IE within an Inter-system SON Information IE included in an ENB CONFIGURATION TRANSFER message.
2. The E-UTRAN node receives an Inter-System Resource Status Response IE within an Inter-system SON Information IE included in an MME CONFIGURATION TRANSFER message.
3. The E-UTRAN node receives an Inter-System Resource Status Report IE as part of the Inter-system SON Information Update IE within the Inter-system SON Information IE included in an MME CONFIGURATION TRANSFER message. 

The following signaling shows the case the signaling required in the E-UTRAN system in case an NG-RAN node initiates inter-system load reporting from an E-UTRAN node:



1. The E-UTRAN node receives an Inter-System Resource Status Request IE within an Inter-system SON Information IE included in an MME CONFIGURATION TRANSFER message.
2. The MME node receives an Inter-System Resource Status Response IE within an Inter-system SON Information IE included in a ENB CONFIGURATION TRANSFER message. 
3. The MME node receives an Inter-System Resource Status Report IE as part of an Inter-system SON Information Update IE within the Inter-system SON Information IE included in a ENB CONFIGURATION TRANSFER message.


//////////////////////////////////////// End of Changes ////////////////////////////////////////////////
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