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Introduction
During RAN3 #113e meeting, following open issues are captured for functional framework:
	Whether to Keep the model performance feedback arrow from model inference to model training using a dash line or together with some clarification text needs to be decided in the next meeting.


And following issues about functional framework and high-level principle are still open in TR38.817 [1]:
	Editor Note: FFS if the study assumes single vendor environment, e.g., if the model deployment/update procedure is proprietary.
Editor’s Note: Data Preparation aspects may be further refined
Editor Note: FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.
Editor Note: FFS on whether model testing / generating of model performance metrics is performed in Model Inference.


In this contribution, we further discuss the open issues of functional framework and high-level principles. Besides, we also discuss the uncertainty of the outputs from AI/ML model and propose a solution for network to select the most appropriate UE(s) to use AI/ML model for performance improvement and decision making.
Discussion
Model Deployment and Update
In RAN3 #113e meeting, following two deployment scenarios of “Model Training” and “Model Inference” were supported for energy saving and mobility optimization use case:
1. “Model Training” in OAM, “Model Inference” in NG-RAN node;
2. “Model Training” and “Model Inference” in NG-RAN node.
Moreover, RAN3 further sent LS R3-214481 to SA5 and asked SA5 to support model deployment and update to NG-RAN when needed. It is up to SA5 to design a common signaling procedure to support model deployment and update between OAM and NG-RAN, so that other users in OAM can deploy AI/ML models to NG-RAN node in order to achieve system-wise performance optimization. Additionally, this common signaling procedure could also support multi-vendor environment between OAM and NG-RAN. 
However, specifying the common signaling procedure for model deployment and update does not mean that AI/ML model/algorithm itself (which is left to implementation based on RAN3 agreement) will be exposed in multi-vendor environment. Based on the study scope of SI “FS_NR_ENDC_data_collect”, inputs and outputs are discussed and specified for each use cases. Hence, to use the received trained model(s) from OAM successfully and correctly, NG-RAN node should also be notified with input(s) and output(s) required for the corresponding AI/ML model. When “Model Training” in OAM and “Model Inference” in NG-RAN, OAM should send both AI/ML model for inference and its input/output to NG-RAN node. However, this will not expose any information about AI/ML algorithms used by the model, which aligns with agreed high-level principle that the detailed AI/ML algorithms and models for use cases are implementation specific.
Observation 1: [bookmark: _Ref85747973][bookmark: O1]“Model Inference” at NG-RAN only requires AI/ML model and corresponding input/output transmitted from OAM to NG-RAN during model deployment and update. The detailed AI/ML algorithms and models are still implementation specific. 
Proposal 1: [bookmark: _Ref85747980][bookmark: P1]Remove “FFS” for model deployment/update arrow between “Model Training” and “Model Inference”.
As discussed above, NG-RAN node may either receive a trained model from OAM or it can also train (by performing online training) its own AI/ML model. NG-RAN should be able to choose whether a trained model from OAM is needed based on its own training capability.
In RAN3 #112e meeting, following content is captured in draft TR 37.817 [1] as one of the high-level principles:
	· The Model training and Model inference functions should be able to request, if needed, specific information to be used to train or execute the AI/ML algorithm and to avoid reception of unnecessary information. The nature of such information depends on the use case and on the algorithm.   


Similar as information which is used to train/execute the AI/ML algorithm, “Model Inference” function should also be able to request AI/ML model deployment from “Model Training” function. Only the network entity/UE which requests AI/ML model(s) from “Model Training” function can receive the model and generate inference results.
Proposal 2: [bookmark: _Ref78940480][bookmark: P2]When “Model Training” at OAM and “Model Inference” at NG-RAN, OAM should deploy a trained AI/ML model to NG-RAN per NG-RAN node’s request.
AI/ML model can be continuously trained and integrated based on the feedback from “Action” and data collected from other network entities. To help continuously improve network performance with better AI/ML model, “Model Training” function may provide updated model(s) to “Model Inference” based on network or certain UE’s performance feedback. Alternatively, “Model Training” function can also provide the updated model periodically. The network entity which holds “Model Inference” can also request a Model Update, similar as requesting model deployment. 
Proposal 3: [bookmark: _Ref78940488][bookmark: P3]“Model Training” function should be able to update AI/ML model to “Model Inference” function based on feedbacks (e.g. performance feedback), periodically or per “Model Inference” request.
Additionally, if NG-RAN node also has model training capability, after receiving trained model from OAM, NG-RAN node may also perform online training on top of the received model from OAM according to the feedback from its own environment. It can be treated as one combination deployment scenario between deployment 1 and deployment 2, where “Model Training” is deployed at both OAM and NG-RAN, “Model Inference” is deployed at NG-RAN.
Proposal 4: [bookmark: P4][bookmark: _Ref85791775] NG-RAN node is allowed to perform online model training based on the AI/ML model received from OAM. “Model Training” at both OAM and NG-RAN, “Model Inference” at NG-RAN is supported.
Accuracy Level and Confidence Level
As captured in TR37.817 Editor Note [1], it is still FFS how to signal accuracy, confidence level and validity time as part of inference output.
	Editor Note: FFS whether and how to signal metrics (e.g., accuracy, uncertainty, etc.) and validity time together with or as part of the inference output.


Machine learning model is trained based on a large set of data so that network can easily predict values/status of the network in near future. However, the prediction result may not be always correct or accurate. Incorrect or biased prediction values may lead to wrong decision, causing poor network performance or even network shutdown. 
There are two mechanisms to evaluate how well the trained AI/ML model is performed:
1) Accuracy Level generated during model training, validation, and testing
The accuracy can be measured by how often predictions equal labels [2]. It can be calculated for each AI/ML model by comparing the predictions and true values, based on model validation and testing. With such information, one may know how well this AI/ML model is trained, which also indicates the trust level of using prediction results generated by this AI/ML model.
As agreed in RAN3 #113e meeting:
	Model Training is a function that performs the ML model training, validation, and testing.


In this case, accuracy of the AI/ML model is calculated and generated at function node “Model Training”.
Observation 2: [bookmark: O2][bookmark: _Ref85791781]During model training, validation, and testing, “Model Training” function may generate and calculate accuracy level of the trained model based on testing and validation data set. 
To avoid negative performance impact, during model training phase, for each trained AI/ML model, “Model Training” function should be able to generate the corresponding accuracy, representing how often the predictions equal labels. To help the requested network entities which uses the outputs from AI/ML model(s) understand whether the predicted results can be trusted or not, the accuracy level should be provided to “Model Inference”. Furthermore, as “Model Inference” can receive the updated AI/ML models from “Model Training” function, network nodes with “Model Inference” function can select whether to use the updated model or keep using the original one based on the accuracy level. If the accuracy level of the previous AI/ML model is higher than the updated AI/ML model, “Model Inference” function may decide not to use the updated model by implementation.
Observation 3: [bookmark: _Ref78940493][bookmark: O3]Accuracy level can help “Model Inference” function understand the trust level of using AI/ML model for prediction. It can also help decide which model should be used when receiving the updated model.
Proposal 5: [bookmark: _Ref78940498][bookmark: P5]“Model Training” function should transfer accuracy level to “Model Inference” function when deploying/updating AI/ML model.
To help “Actor” node decide whether one network node should follow the predicted strategy/output, “Model Inference” function should either propagate the received accuracy level of AI/ML model to “Actor”. “Actor” node can decide whether to trust the outcome of ML model inference or not based on the accuracy level corresponding to inference results generated from AI/ML model. If the accuracy level is high, “Actor” node can take action according to the received policy or results; otherwise, “Actor” node can ignore the received inference results and continue with the legacy mechanism.
Proposal 6: [bookmark: _Ref78940506][bookmark: P6]“Model Inference” function should propagate accuracy level to “Actor” function. 
2) Confidence Level generated after model inference
Additionally, as discussed during RAN3 #113e meeting, “Model Inference” function may get the real value of the output data as input for future model inference iteration. Hence, it is also able to calculate the confidence level of the inference output by comparing the gap between predicted values and real values after some time model inference taken place.
Observation 4: [bookmark: O4][bookmark: _Ref85791805]After model inference, “Model Inference” function may generate and calculate confidence level between the predicted output and actual value of the system.
In RAN3 #113e meeting, it was proposed the confidence level of model inference should be feedback to “Model Training” function, representing the model performance. We understand the intention of introducing the model performance feedback is to continuously update model trained at “Model Training”. However, “Model Training” can receive the same data as “Model Inference” (i.e. actual value over certain time). As a consequence, it not essential for “Model Inference” function to perform such confidence level calculation. 
Observation 5: [bookmark: O5][bookmark: _Ref85791810]“Model Training” function can get the same value of confidence level as generated by “Model Inference” function, as it can also get actual value of the system after certain time.
Proposal 7: [bookmark: P7][bookmark: _Ref85791819]Model testing/generating of model performance metrics is not supported in “Model Inference”.
Additionally, such feedback may only be available after action is taken. Thus, we think that model performance feedback is not needed directly from “Model inference” to “Model training”. 
Proposal 8: [bookmark: _Ref71192360][bookmark: P8]The direct performance feedback/metrics (e.g. confidence level) from “Model inference” to “Model training” is not needed.
Model Inference Assistance Information
However, considering the scenario where AI/ML model is deployed in a separate network entity for “Model Inference” with “Model Training”, each network node holding “Model Inference” function can be optimized and compressed to meet its own capability. To provide such customized machine learning models, some basic information, such as hardware capability, ML capability, etc, should be provided to “Model Training”. In this case, “Model Inference assistance information” is needed from “Model Inference” to “Model Training”.
Such assistance information is also essential when considering multi-vendor environment between “Model Training” and “Model Inference”.
Proposal 9: [bookmark: _Ref71192366][bookmark: P9]Consider “Model Inference Assistance Information” from “Model Inference” to “Model Training”, indicating capability of the network entity which holds “Model Inference”.
UE Selection
It is well known that AI/ML training and inference can lead to heavy computation complexity and high time consumption. It is not always possible that AI/ML model can predict each UE behaviour simultaneously or generate the corresponding prediction results at the same time. This is because, the more users using AI/ML model in the network, the more complex AI/ML model can be, the longer latency system/UE will experience. This is not desirable to the end-users, as they may experience service degradation even after using AI/ML model. In this case, it is important to limit the number of UE using AI/ML model for inference, as normally system requires a real-time decision from Model Inference function. UE selection based on certain rules to maximize system performance is necessary.
Moreover, as discussed in section 2.2, prediction results may not be accurate, it is important not to use AI/ML model to those critical scenarios, for example, to the UE which has an extreme high reliability requirement.
Proposal 10: [bookmark: _Ref78940446][bookmark: P10]The network needs to select the most appropriate UEs to use AI/ML model for prediction, as it can help to reduce system computation complexity and reduce latency during performing model inference. Inaccurate decision can also be avoided.
The network may consider selecting the most appropriate UEs for ML actions based on QoS requirement. For example, UEs that only have non-GBR bearers/flows may be preferred for selection, as these are less likely to have important traffic such as voice. Additionally, even if a UE has GBR or even delay critical GBR flows/bearers, it may be selected if it is currently not sending/receiving traffic.
Proposal 11: [bookmark: _Ref78940454][bookmark: P11]Network should be able to select UE(s) for using AI/ML model based on UEs’ QoS requirement.
The network may also consider selecting UEs based on the RAN measurement results. If one UE has poor resource condition according to the channel measurements or performance measurement, network may decide to prioritize such UE using AI/ML model to improve its performance. For example, a UE with longer delay budget, e.g., delay budget ≥100ms, can be selected to perform reinforcement learning action if the serving cell radio utilization level is low, e.g., PRB usage for the cell is below 50%. 
Proposal 12: [bookmark: _Ref78940462][bookmark: P12]Network should be able to select UE(s) for using AI/ML model based on RAN measurement.
Alternatively, the selection can be just based on any indication from CN or from UE itself. CN or UE can send an indication to NG-RAN based on its knowledge about its performance and communication requirement. This indication represents certain UE(s) should be selected to use AI/ML model to improve its performance based on information collected in CN/OAM. The indication may also be received from UE, indicating its preference of letting network optimize its performance via AI/ML model.
Proposal 13: [bookmark: _Ref78940469][bookmark: P13]Network should be able to select UE(s) for using AI/ML model based on indication from CN or UE.
Conclusion
In this contribution, we discussed remaining FFSs of functional framework of RAN intelligence network.
We propose the following observations and proposals:
Observation 1:“Model Inference” at NG-RAN only requires AI/ML model and corresponding input/output transmitted from OAM to NG-RAN during model deployment and update. The detailed AI/ML algorithms and models are still implementation specific.
Proposal 1:Remove “FFS” for model deployment/update arrow between “Model Training” and “Model Inference”.
Proposal 2:When “Model Training” at OAM and “Model Inference” at NG-RAN, OAM should deploy a trained AI/ML model to NG-RAN per NG-RAN node’s request.
Proposal 3:“Model Training” function should be able to update AI/ML model to “Model Inference” function based on feedbacks (e.g. performance feedback), periodically or per “Model Inference” request.
Proposal 4:NG-RAN node is allowed to perform online model training based on the AI/ML model received from OAM. “Model Training” at both OAM and NG-RAN, “Model Inference” at NG-RAN is supported.
Observation 2:During model training, validation, and testing, “Model Training” function may generate and calculate accuracy level of the trained model based on testing and validation data set.
Observation 3:Accuracy level can help “Model Inference” function understand the trust level of using AI/ML model for prediction. It can also help decide which model should be used when receiving the updated model.
Proposal 5:“Model Training” function should transfer accuracy level to “Model Inference” function when deploying/updating AI/ML model.
Proposal 6:“Model Inference” function should propagate accuracy level to “Actor” function.
Observation 4:After model inference, “Model Inference” function may generate and calculate confidence level between the predicted output and actual value of the system.
Observation 5:“Model Training” function can get the same value of confidence level as generated by “Model Inference” function, as it can also get actual value of the system after certain time.
Proposal 7:Model testing/generating of model performance metrics is not supported in “Model Inference”.
Proposal 8:The direct performance feedback/metrics (e.g. confidence level) from “Model inference” to “Model training” is not needed.
Proposal 9:Consider “Model Inference Assistance Information” from “Model Inference” to “Model Training”, indicating capability of the network entity which holds “Model Inference”.
Proposal 10:The network needs to select the most appropriate UEs to use AI/ML model for prediction, as it can help to reduce system computation complexity and reduce latency during performing model inference. Inaccurate decision can also be avoided.
Proposal 11:Network should be able to select UE(s) for using AI/ML model based on UEs’ QoS requirement.
Proposal 12:Network should be able to select UE(s) for using AI/ML model based on RAN measurement.
Proposal 13:Network should be able to select UE(s) for using AI/ML model based on indication from CN or UE.
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