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[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In TSG RAN Meeting #113e, the following agreements have been achieved [1]: 
	 
Regarding the processing at the boundary node:
· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.
· RAN3 prefers that the boundary node performs BAP header rewriting only for traffic routed on BAP layer from a BH link in one topology to a BH link in the adjacent topology, for both UL and DL traffic.
· FFS: In addition to BAP header rewriting, performs routing and bearer mapping in the same manner as the non-boundary intermediate IAB-node.
· RAN2 to be liaised with respect to the points above.

For partial inter-donor migration, the IP addresses, BAP address, BH RLC CHs and default mapping used by the boundary node for traffic in a particular topology are assigned by the CU of that topology, and they are configured via RRC.
A dual-connected boundary node can receive a separate configuration of IP addresses, BAP address, BH RLC CHs for each topology by MN and SN, respectively.
1a: RAN3 assumes that the boundary node has only one BAP address in each topology.
1b: RAN3 assumes that for each topology, the boundary node’s BAP address for that topology is only used to identify packets that have to be passed to upper layers.
1d: Liaise RAN2 to consider RAN3’s preferences when discussing BAP processing at the boundary node.
1e: For DL traffic, the configurations of BAP routing entry and BAP-routing-ID mapping at the boundary node need to indicate the ingress topology they refer to. For UL traffic, they need to indicate the egress topology they refer to. The indications may be implicit.
[bookmark: _Hlk84424935]2a: The QoS info can be passed gradually using multiple Xn messages
2b: As a baseline, RAN3 assumes that each of BAP-routing-ID mapping and BH RLC CH mapping at the boundary node are constraint to 1:1 and N:1. Support for 1:N mapping is FFS. RAN3 to liaise RAN2 on this assumption.
[bookmark: _Hlk84433103]2c: For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.
If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration.



In TSG RAN Meeting #112e, the following agreements has been achieved [2]: 
	 
Inter-topology BAP routing option 4 is supported.



In TSG RAN Meeting #111e, the following agreements has been achieved [3]: 
	 
To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.


 
This paper discusses the granularity of QoS information to be passed between CUs for descendant node traffic and the signaling exchanges for the configuration of BAP header rewriting, BH RLC CH mapping and routing at the boundary node. 
Discussion
[image: ]
Figure 1: Example scenarios for Partial Migration and inter-donor redundancy w/o DU migration
The following proposals aim to handle inter-topology transport across the boundary node for Partial Migration and inter-donor redundancy. An example for these scenarios is given in Figure 1.
Granularity of QoS info for UP descendant traffic
RAN3#113-e agreed that “For UP access traffic to the boundary node, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.”
It remains to decide the granularity of QoS info for UP descendant traffic. Three options are possible:
· Option 1: restrict granularity to one F1-U tunnel
· Option 2: same granularity as boundary access traffic, i.e., per one or multiple F1-U GTP-U tunnels
· Option 3: restrict granularity to one BH RLC CH

Option 1 does not make sense since it is not supported for boundary access traffic either.
Option 3 can be implemented using Option 2 by providing a single QoS info for the bundle of F1-U GTP-U tunnels mapped to one BH RLC CH.
Option 2 can be implemented using Option 3 by remapping the one or multiple F1-U GTP-U tunnels in the descendant topology to a separate BH RLC CH and providing the QoS info for that BH RLC CH.
Therefore, in both Option 2 and Option 3, CU1 can provide the same information to CU2 but in different format. It then makes sense to support same granularity for UP descendant traffic as boundary UP access traffic. This introduces no burden on Xn since RAN3 already agreed that “The QoS info can be passed gradually using multiple Xn messages.”

Proposal 1: For UP descendant traffic, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.

To send the QoS info for descendant node traffic, there are three options:
· Option 1: CU1 sends a boundary-IAB-MT-specific UA Xn message to CU2
· In this manner, CU2 may think the QoS info is for traffic that belongs to the boundary node. CU2 may further create an UL mapping which is not correct. Therefore, CU1 includes a “for descendant node” indicator with the QoS info.
· Option 2: CU1 sends a descendant-node-specific UA Xn message to CU2
· This option does not make sense since CU2 does not care about any descendant node.
· Option 3: CU2 sends a NUA message to CU2
· This message must include the boundary-node indicator so that CU2 configures the associated transport for the received QoS between the right pair of donor-DU and boundary node. This means that it is a UA message, where the UE is the boundary IAB-MT.

We propose Option 1:

Proposal 2: For descendant traffic, CU1 sends a UA Xn message for the boundary node to CU2 to provide QoS info with a “for descendent node” indicator.

Xn information exchange to support descendant traffic processing at the boundary node
Xn information exchange for boundary access traffic is discussed in our contribution to agenda item 13.2.1. Below discussion relates to descendant traffic.

Bearer mapping at the boundary node:
RAN3#111-e agreed that “To support the bearer mapping across two topologies at the boundary IAB node, the non-F1-termination donor CU needs to provide the ingress BH RLC CH ID(s) for DL traffic and egress BH RLC CH ID(s) for UL traffic to the F1-termination donor CU.”
Routing at the boundary node: 
As in Rel-16, a BAP routing entry has the following format: BAP Routing ID  Next-Hop BAP Address.
In DL, the TX BAP entity of the boundary node performs routing in CU1’s topology. The DL BAP routing ID is both selected and configured by CU1 (F1-terminating donor).
In UL, the TX BAP entity of the boundary node performs routing in CU2’s topology. The UL BAP routing ID is selected by CU2 (non-F1 terminating donor) but configured by CU1 (F1-terminating donor) since routing is F1-AP configured. Therefore, CU2 must provide CU1 with a routing entry per UL descendant traffic routed via CU2’s topology. 

Proposal 3: To support BAP routing at the boundary node, CU2 provides CU1 with a routing entry (BAP routing ID + next-hop BAP address) per QoS info of UL descendant traffic routed via CU2’s topology, which is F1-AP configured by CU1 on the boundary node.

BAP header rewriting at the boundary node:
RAN3#112-e agreed that “Inter-topology BAP routing option 4 is supported,” where option 4 refers to BAP header rewriting based on BAP routing IDs.
For UL descendant traffic, the ingress BAP routing ID is selected by CU1, and the egress BAP routing ID is selected by CU2.
For DL descendant traffic, the ingress BAP routing ID is selected by CU2, and the egress BAP routing ID is selected by CU1.
The boundary node must be configured with a mapping: 
BAP routing ID of ingress topology  BAP routing ID of egress topology
Four options are possible:
· Option 1: CU1 configures the boundary node on F1-AP with mapping of BAP routing IDs in both UL and DL. CU2 provides CU1 with UL and DL BAP routing IDs used in CU2’s topology.
· Option 2: CU2 configures the boundary node on RRC with mapping of BAP routing IDs in both UL and DL. CU1 provides CU2 with UL and DL BAP routing IDs used in CU1’s topology.
· Option 3: CU1 configures the boundary node on F1-AP with mapping of BAP routing IDs in UL, and CU2 configures the boundary node on RRC with mapping of BAP routing IDs in DL. CU2 provides CU1 with UL BAP routing IDs used in CU2’s topology, and CU1 provides CU2 with DL BAP routing IDs used in CU1’s topology.
· Option 4: CU1 configures the boundary node on F1-AP with mapping of BAP routing IDs in DL, and CU2 configures the boundary node on RRC with mapping of BAP routing IDs in UL. CU1 provides CU2 with UL BAP routing IDs used in CU1’s topology, and CU2 provides CU1 with DL BAP routing IDs used in CU2’s topology.

As in Rel-16, the BAP processing of the TX and RX BAP entities should be kept symmetric (b/w DL and UL). This excludes option 3 and option 4. RAN3 should discuss which of option 1 and option 2 should be selected to support BAP header rewriting operation at the boundary node.

Proposal 4: RAN3 to discuss which of CU1 or CU2 configures mappings of BAP routing IDs (for header rewriting) at the boundary node in partial migration and redundancy.
Conclusion
This paper discussed the granularity of QoS information to be passed between CUs for descendant node traffic and the signaling exchanges for the configuration of BAP header rewriting, BH RLC CH mapping and routing at the boundary node. The following proposals have been made:

Proposal 1: For UP descendant traffic, QoS info to be passed over the Xn interface with granularity of one or multiple F1-U GTP-U tunnels.
Proposal 2: For descendant traffic, CU1 sends a UA Xn message for the boundary node to CU2 to provide QoS info with a “for descendent node” indicator.
Proposal 3: To support BAP routing at the boundary node, CU2 provides CU1 with a routing entry (BAP routing ID + next-hop BAP address) per QoS info of UL descendant traffic routed via CU2’s topology, which is F1-AP configured by CU1 on the boundary node.
Proposal 4: RAN3 to discuss which of CU1 or CU2 configures mappings of BAP routing IDs (for header rewriting) at the boundary node in partial migration and redundancy.
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